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 
Abstract—In this paper, filtered back-projection algorithm is 

optimally implemented using low-cost Spartan 3A-DSP 3400 
chip. The optimization enables parallel implementation. The 
combination of the pixel parallelism and projection parallelism is 
presented to significantly reduce the total reconstruction time to 
produce the image. The applied data is presented in fixed point 
format to achieve efficient implementation with maximum speed. 
The selection of data bus-width is optimized with very little error 
and good visual quality required for medical images. Before 
implementation, the computer tomography (CT) reconstruction 
simulator is developed to provide a testing reference for the 
hardware implementation. Using the combination of the pixel 
parallelism and projection parallelism, the presented hardware 
design achieves image reconstruction of a 512-by-512 pixel image 
from 1024 projections in 134.8 ms using 50 MHz clock cycles. It 
achieves the reduction of the required number of clock cycles to 
form an image from projections by 60 % comparing to the state 
of the art of the reconstruction time using field programmable 
gate array (FPGA) design. 

 
Index Terms— CT image reconstruction using FPGA, Filtered 

Back-Projection (FBP), Pixel parallelism, Projection parallelism. 
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I. INTRODUCTION 

omputerized tomography (CT) is a medical image 
processing application, marked by computationally 

intensive algorithms. It is the process of generating a cross 
sectional image of an object from a series of projections 
collected around the object [1-2]. The reconstruction process 
uses these projections to calculate the average x-ray 
attenuation coefficient in cross-sections of a scanned slice. 
The most common approach for the CT image reconstruction 
is filtered back-projection (FBP). The FBP comes in parallel-
beam and fan-beam variations [2]. Parallel-beam back- 
 
 

Manuscript received 31 July 2015. Received in revised form 30 May 2017. 
Accepted for publication 28 June 2017. 
Bassam A. Abo-Elftooh is with Electronics and Communication 

Engineering department, Faculty of Engineering Sciences and Arts, Misr 
International University (MIU), Cairo, Egypt (corresponding author: 
+201141978844; e-mail: engineerbassam@gmail.com). 

Mohamed H. El-Mahlawy is with Electrical Engineering department, 
faculty of Engineering and Technology, Future University in Egypt (FUE), 
Cairo, Egypt (email: mohamed.elmahlawy@fue.edu.eg)  

Mahmoud E. A. Gadallah is with the Modern University, Maadi, Cairo, 
Egypt (e-mail: mgadallah1956@gmail.com). 

 
projection is focused on this paper, but the presented design in 
this paper can be extended to the fan-beam back-projection 
with modifications. The FBP includes digital signal processing 
(DSP) functions and requires accurate and fast processing of 
large data, which forces CT equipment manufacturers to strike 
a balance between image resolution, image generation time, 
and system cost when designing a new scanner. 

Hardware implementation of FBP accelerates this 
processing. Field programmable gate array (FPGA) vendors 
introduce economical devices with large capacity and DSP 
capabilities. The FBP can benefit from the features of the 
FPGA. Furthermore, the fine-grained parallelism inherent to 
FPGAs is suitable for a highly parallelizable process like FBP 
[3-4].  

Higher image resolution provides more diagnostic details to 
the radiologist, but it takes longer time to generate the images. 
It requires more processing power that significantly adds to 
the cost. Cost-effective acceleration of image reconstruction 
would allow manufacturers to generate higher resolution of 
the CT images while maintaining the required balance in their 
system design. In this paper, it is required to implement the 
parallel-beam FBP algorithm used in the CT on a single FPGA 
chip based on the mentioned features. Before hardware 
implementation, a software simulator is built to analyze and 
get accurate validation of each reconstruction process, used as 
a reference to validate each stage in the hardware design. The 
generated image from hardware is imported to the software 
simulator for the comparison with the generated image from 
the software. In addition, the simulator assists the hardware 
implementation to be optimized and minimized the hardware 
overhead.  

Several previous works were attempted in the area of 
hardware implementation of the parallel-beam FBP algorithm. 
The authors in [5] demonstrated the fixed point architecture of 
the sinogram data quantized with 12-bit, and it does not be 
optimized for medical applications. The author in [6] showed 
the main divisions of CT scanner and suggests the areas that 
can be implemented using the Application Specific Integrated 
Circuits (ASICs) and the FPGA. The authors in [7] presented 
an ASIC hardware implementation of Radon transform, and 
the multiprocessing of the parallel-beam back-projection. The 
authors in [8-9] presented a proposal to accelerate the FBP but 
they do not show the hardware implementation and do not 
consider the quality of the medical image. The authors in [10] 
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used fixed point implementation and maximized the 
parallelism but they deal with Joint Photographic Experts 
Group (JPEG) image that is not used in medical applications. 
The authors in [11] implemented the parallel-beam FBP 
algorithm based on projection parallelism. They achieved 
image reconstruction of a 512-by-512 pixel image from 1024 
projections in 250 ms using expensive Virtex FPGA chip with 
65 MHz. The main objective of this paper is to build hardware 
for fast reconstruction of high image quality using economical 
chip. Therefore, the combination of the pixel parallelism and 
projection parallelism is utilized using low-cost Spartan 3A-
DSP 3400 chip with 50 MHz clock cycles. It achieves image 
reconstruction of a 512-by-512 pixel image from 1024 
projections in 134.8 ms using 50 MHz clock cycles. The 
presented FPGA hardware implementation of the the parallel-
beam FBP algorithm, based on the pixel parallelism and 
projection parallelism, is the most efficient in the speed and 
the hardware cost with respect to all previous published 
works.  

This paper is organized as follows: section II presents the 
concept of the FBP algorithm. Developing of the CT image 
reconstruction simulator will be presented in section III. 
Developing of the non-parallel hardware implementation of 
the FBP algorithm will be presented in section IV. The parallel 
hardware implementation of the FBP algorithm will be 
presented in section V. Finally, the conclusion and the future 
work will be discussed in the last section. 

II. FILTERED BACK-PROJECTION ALGORITHM 

Radon found the way for reconstruction of the image from 
projections, which is only one part of the CT system [12]. A 
practical method was made by Hounsfield [13], and Cormack 
independently invented the same process [14]. The basis of 
tomographic imaging is described in other papers [15-16]. In 
the BP, the measurements at each angle (projection) are 
smeared back along the same line (θ), as shown in Fig. 1. It is 
known the point of density is somewhere along that line. 
Therefore, a crude reconstruction results when the measured 
value is assigned along the entire line. Adding up the values 
for all θ will yield a picture of the object. When only six 
projections are used, a star-shaped pattern emanating from the 
dense points emerges as shown in Fig. 2(a). When enough 
projections are used, the blurring is apparent as shown in Fig. 
2(b). 

 
Fig. 1. Two projections are back-projected and added together. 

 

 
Fig. 2. Back-projecting of an object. a) Six projections. b) Blurred object. 
 

The BP for a single projection of unknown density is [2]:  
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where, imnθ(x, y) is the back-projected density due to the 

projection Pθ(r). The δ () function is the Dirac delta function. 
Sum over all angles to obtain a summation image; imgb(x, y). 
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where img(x,y) is the actual image, and ** is a 2-D 
convolution. The actual image is blurred by 1/r. In frequency 
space, it means that the Fourier amplitudes have been 
multiplied by 1/ω. This blurring must be removed (filtered). 
To fix that, it is required to pre-weight the Fourier Transform 
(FT) of each 1-D projection with |ω| prior to the BP, known as 
FBP and is still the standard technique in commercial 
scanners. This method is efficient because it only involves a 1-
D FT which is used in practice. Alternatively, one may 
perform a space-domain convolution [17-18]. 

Due to its shape in the frequency domain, |ω| is what is 

called a ramp function. Such a filter in practice is impossible 
to build. It is infinite in length and it has the drawback of 
amplifying high frequency noise. A variety of different filters 
may be used instead. The basic and widely used filter is the 
Ram-Lak filter [19], but it still amplifies high frequency noise. 
Superior results are obtained by multiplying |ω| filter by a 

smoothing window that attenuates the higher frequencies 
which is mostly represents observation noise. The commonly 
used windows are presented in Fig. 3. 

 

 
Fig. 3. Different smoothing windows 

https://en.wikipedia.org/wiki/Joint_Photographic_Experts_Group
https://en.wikipedia.org/wiki/Joint_Photographic_Experts_Group
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The projection data is measured into the polar coordinates 
while it is back-projected into the Cartesian coordinates of the 
final image so interpolation algorithm is required [20]. 
Various methods of interpolation algorithm are specified 
(nearest neighbor, linear or cubic). The interpolation can be 
performed either on the filtered projection samples (ray-
driven) or on the reconstructed images (pixel-driven) [21]. At 
the first type, the filtered sample is traced along the x-ray path 
at a fixed increment. At each stop, the intensity of the sample 
is distributed to the neighboring pixels. Alternatively, we can 
start at an image pixel location and calculate the intensity 
contribution from the projection samples that intersect the ray 
pass through the center of this pixel. The pixel-driven takes 
place in the projection space (1-D) which makes it preferred 
over a ray-driven occurred in the image space (2-D) to save 
the intensive computation. 

III. DEVELOPMENT OF THE CT IMAGE RECONSTRUCTION 

SIMULATOR 

The presented CT software simulator (CTSIM) in this paper 
is developed to simulate the CT image reconstruction process 
and to provide the reference for the validation of each stage in 
the hardware implementation [22]. The main components of 
the CTSIM are the object, the projections and the image 
reconstruction process [23]. Fig. 4 shows the block diagram of 
the CTSIM. The projections are generated from radon 
transform of Matlab Shepp-Logan phantom [24], test image, 
or text file including the projections (Sinogram). The object 
attenuation coefficients are represented by gray level 
intensities of the image. The first step of the image 
reconstruction algorithm is the filtration, done in either time or 
frequency domain as shown in Fig. 5, based on window 
selection and frequency band scaling. After that, the BP 
process is performed. 

 

 
Fig. 4. General block diagram of the CTSIM. 

 
In the BP process, the output image size is estimated from the 
projection length. The projection length is equal to the image 
diagonal. An empty image with this size is formed. This image 
is a 2-D matrix T that includes indices. Smearing the 
projection through this matrix is done by replacing each index 
by the gray level of the projection element with the same 
index, as shown in Fig.6. The BP is done with the selected 
interpolation algorithm. 

 
Fig. 5. The block diagram of the filtration process. 

 
Matrix T rotates according to its corresponding angle through 
the equation: 

)sin()cos(),(  YXyxT                                           (4) 

 
This matrix is divided into an integer part (aθ) and a fraction 

part (Tθ - aθ). The integer part is used for addressing, while the 
fraction part is used as the interpolation factor of the BP 
process. After the BP process of each projection is finished, 
the corresponding image is: 

)(*))),(),((1(),(  aPyxayxTyximn 
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Each new image is added to the previous one to produce the 

final reconstructed image: 
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Fig. 6. Back-projection process at angle 45o. 

During image reconstruction process, the program records 
the behavior of each projection separately through each stage 
to enable the tracing and analysis of the reconstruction process 
through different reconstruction stages. The impact of 
different windows on the reconstructed image is studied. For 
example, an oval phantom is reconstructed with a rectangular 
and a sinc function as shown in Fig. 7(a). The reconstructed 
images and the difference between them are shown in  
Fig. 7(b). Sinc function shows a significant noise reduction 
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plus a slight reduction in spatial resolution [21]. The CTSIM 
monitors the filtration and reconstruction time. 

 

 
(a)  (b) 

Fig. 7. (a) Different windows. (b) Upper image from Sinc window and the 
lower image from rectangular window. 

 
 Some techniques are used to evaluate the accuracy of the 

image reconstruction process using the CTSIM. The error is 
measured using the normalized mean absolute distance 
measure (ABS) and the worst case distance (WORST). The 
quality of reconstructed image can be evaluated using the peak 
signal to noise ratio (PSNR), mean structural similarity index 
(MSSIM) [25]. The PSNR and MSSIM tests use the Matlab 
Shepp-Logan phantom as a reference image. The projections 
are generated from this reference image and these projections 
are used to get the reconstructed image. They are calculated 
according to the following equations. 

i- ABS: The normalized mean absolute error measurement. 
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where, p denotes the reference image and r denotes the 
reconstructed image. Each of the images has a size of m × n. 

ii- WORST: The worst case error over a 2 × 2 pixel area. 
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 In equation 8, the term [n/2] and term [m/2] denote the 
largest integers less than n/2 and m/2, respectively. 

iii- PSNR: the peak signal to noise ratio in decibels 
between two images. First calculates the mean-squared error: 
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M and N are the number of rows and columns of input image, 
respectively, then computes the PSNR: 
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where, F is the maximum fluctuation in the input image (255 
for 8-bit). 

iv- MSSIM: The mean structural similarity index between 
two images. If one of the images being regarded as perfect 
quality (phantom or test image), then MSSIM can be 
considered as the quality measure of the other image 
(reconstructed) [25]. When the projection source selection is a 
phantom or test image, we have a reference image that 
provides us the opportunity to test the output image compared 
to the input one. 

In addition, the CTSIM helps to trade-off the interpolation 
algorithm which affects the smoothness at the cost of image 
reconstruction time as shown in Fig. 8. Nearest neighbor 
interpolation is the fastest method. However, it provides the 
worst smoothness. Linear interpolation slightly requires more 
execution time but its results are continuous and smooth. 
Cubic results are close to those of linear interpolation but, it 
requires extremely more execution time. Image quality is 
shown in Fig. 9. 

Finally, another analysis is available; sinogram analysis. If a 
certain detector doesn’t work probably, zero corresponding 

projection element value or a problem occurs at a certain 
angle. It is no projection element values at this angle during 
projections acquisition process. This will be detected by 
scanning all sinogram elements. This analysis guarantees 
complete data acquisition process. 

 

 
Fig. 8. a) Nearest neighbor, b) linear and c) cubic interpolation algorithm. 

 

  
(a) (b) 

Fig. 9. (a) Worst case and absolute error. (b) PSNR and MSSI. 
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IV. DEVELOPMENT OF NON-PARALLEL HARDWARE 

IMPLEMENTATION OF FBP 

The main goal of this section is to reconstruct 512-by-512-
pixel   image   from   sinogram of 1024   projections (each 
projection has 1024 samples). The presented non-parallel 
hardware implementation is enhanced by applying the data in 
fixed point format. The block and the schematic diagram of 
the proposed FPGA implementation are shown in Fig. 10 and 
Fig. 11, respectively. It consists of the FBP main block, the 
projection buffering memory and the image summation 
memory. These two memories are off-chip to provide 
adequate space for the implemented FBP algorithm.  

 

 
Fig. 10. The main block diagram of the presented implemented algorithm. 

The main block has two controllers; the first one controls 
the projection acquisition process while the other controls the 
output image summation. FBP main block consists of three 
blocks; filtration, back-projection and ping-pong dual-port 
memory. After a projection is acquired and filtered, it is back-
projected.  

 
Fig. 11. Schematic diagram of the top level implemented algorithm. 

A. Projection acquisition 

The projection is acquired through projection memory 
controller, shown in Fig. 10 and Fig. 11, from the projection 
buffering memory. The controller organizes handshaking 
between the projection buffering memory and the FBP 
module, through two control signals (start_filt, d_wind). The 
first control signal tells the filtration module that there is a 
projection ready to be filtered. The filtration module in turn 
responds with control signal d_wind which enables projection 
acquisition process from the memory, shown in Fig. 12. Using 

the CTSIM, presented in section III, it is found that the 
suitable format to represent the projection (sinogram data) is 
(1, 8, 7) for sign, integer, and fraction, respectively. The 
sinogram has 1024 projections (each projection has 1024 
samples). The required memory capacity is 1 Mega words. 
The word of the projection sample is 16 bits.  

 
Fig. 12. Control signals and projection extraction. 

B. Filtered back projection (FBP) 

The FBP subsystem receives the acquired projection, 
P(15:0), from the external projection buffering memory and 
produces a corresponding image, imn(15:0). It is divided into 
three parts, shown in Fig. 13 and explained as follows. 
1.  Filtration: The filtration is implemented in the frequency 

domain with direct mapping from the software of the 
simulation (Fast Fourier Transform (FFT), filter coefficient 
multiplication, and then Inverse Fast Fourier Transform 
(IFFT)). Fig. 14 shows the timing diagram of the filtration 
process. Most signals in Fig. 14 are internal signals of the 
filtration core in the schematic diagram of Fig. 13. The FFT is 
implemented with FFT intellectual property (IP) core [26] that 
is used in the pipelining architecture to provide faster 
transform but with maximum hardware utilization. After the 
assertion of the control signal start_filt, the FFT core starts 
and produces required indices, xn_index, corresponding to the 
order of the input samples which are used to address the 
projection buffering memory. 
  

 
Fig. 13. Schematic diagram of the FBP. 

The projection samples are applied to the real input of the 
core (xn_re), while the imaginary input (xn_im) is grounded. 
The core produces FFT real and imaginary outputs xk_re and 
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Fig. 14. Timing diagram of the filtration process. 
 

xk_im with its corresponding indices, xk_index. These indices 
address the ROM containing the filter coefficients to 
synchronize the output samples with its corresponding 
coefficients. The filter coefficients are exported from the 
CTSIM, presented in section III, to a COE file and loaded to 
the ROM during the FPGA chip download. The FFT real and 
imaginary outputs are then multiplied by the filter coefficients. 
The input sample (1, 8, 7) format is expanded through the FFT 
core to be (1, 19, 7) output sample. The coefficients format is 
(0, 0, 9) and therefore the multiplication output is (1, 19, 16). 
This output could be rounded from 36 bit to 16 bit with format 
(1, 8, 7). The multiplier is implemented with three stages of 
pipelining that minimizes the hardware utilization and, in the 
same time, provides the IFFT core the desired three clock 
cycles latency [26]. 

The multiplier outputs are applied to the IFFT, implemented 
with pipelining architecture. The output of the IFFT has (1, 19, 
7) format which in turn rounded to 16 bit with (1, 14, 1) 
format. The output of the IFFT has to be divided by the 
number of samples (N = 1024) that is done by shifting the data 
10 bits to the right. So the filtered projection has (1, 4, 11) 
format. All the rounding schemes depend on the analysis done 
by the CTSIM for the maximum and minimum possible values 
in each stage. The IFFT produces three outputs; the filtered 
projection, Pf(15:0), output indices, Pf_ind(9:0), to address the 
memory to which Pf be written and control signal dv which 
tells the memory that the Pf data is valid. 

Using 50 MHz clock cycles, the latency of the FFT core for 
1024 input samples is 63.66 μs (3183 clock cycles), so the 
total filtration time equals to FFT latency plus multiplication 
time, and IFFT latency. But the multiplication is executed 
simultaneously with the FFT outputs with three clock cycles 

latency (3x20ns = 0.06 μs). Therefore, the filtration process 
takes 127.38 μs (63.66 μs + 0.06 μs + 63.66 μs ), based on 

6369 clock cycles. 

2. Ping-Pong Dual-Port Memory (PPDM): The PPDM is the 
interface memory, illustrated in Fig. 13, between the filtration 
module and the back-projection module. This memory 
includes two internal RAMs; M1 and M2. It is designed to let 
the current filtered projection Pfi be written to M1 while the 
previous projection Pfi-1 is back-projected from M2. Therefore, 
the filtration does not need to wait until the BP finishes, which 
enhances the speed of the design implementation. After that 
projection Pfi is read from M1 while projection Pfi+1 is written 
to M2. Therefore, the memory PPDM is called ping-pong 
memory. When one of the internal RAM is in the read mode, 
the other will be in the write mode. In the write mode, the 
RAM is write-enabled and addressed with Pf_ind(9:0). In the 
read mode and from equation (5), the BP reads two successive 
samples simultaneously, so the RAM needs two data outputs 
read from two addresses. The PPDM enables the BP to 
simultaneously read two successive samples. The address 
inputs of the PPDM, rd_add0(9:0) and rd_add1(9:0), are fed 
from the address outputs add_0(9:0) and add_1(9:0) of the BP 
module, respectively. The data outputs from the PPDM, 
rd_d0(15:0), and rd_d1(15:0), simultaneously feed the BP 
module.  
 

3. Back-projection: Direct implementation of equation (5) 
consumes two multipliers. This equation can be modified to: 

))()1()(()(  aPaPaTaPimn              (13) 

 
This modification reduces the resources to one multiplier 

only. The hardware implementation of this process is done 
using three blocks as shown in Fig. 15. The first block (T_gen) 
that generates matrix Tθ with its integer part tint(10:0) and 
fraction part tfr(13:0), the second block (Proj_address) uses 
the integer part for addressing of the PPDM containing Pfilt, 
and the third block (BP_interp) uses the fraction part as the BP 
interpolation factor (Tθ- aθ). 

 
Fig. 15. Schematic diagram of the back-projection. 

Matrix generator (T_gen shown in Fig. 15) generates matrix 
Tθ by direct hardware realization of equation (4). Two 
counters (X and Y) generate the Cartesian coordinates starting 
from the top left pixel of the image in a zigzag direction. 
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Counter X starts from -256 to 255, while counter Y starts from 
255 to -256. Counter Y is enabled when counter X ends to 
255, to go to the next row and counter X starts from -256 
again. Counter X and counter Y format is 9 integer bits. The 
cosine and sine values of the projection angles are stored in 
two ROMs in a (1, 1, 14) format. The outputs of two counters 
(X and Y) and two ROMs (COS & SIN) are asserted at the 
rising edge, while the multiplication is done at the falling edge 
to emphasize enough setup and hold time for the multiplier. 
The resultant Tθ is 25 bits; with fixed point format (1, 10, 14). 
From equation (13), Tθ will be used as two separate parts; the 
integer part (tint) and the fraction part (tfr). An 18-bit counter 
is enabled for each Tθ to generate the address (add(17:0)) 
corresponding to each pixel from 0 to 5122. 0 is the address of 
the pixel that has coordinates (-256, 255) which is the first 
pixel in the zigzag, while address 5122 corresponds to last 
pixel with coordinates (255, -256). 

The block Proj_address, shown in Fig. 15, uses the integer 
part aθ to address its corresponding projection samples in the 
PPDM. The integer part of matrix Tθ (tint) is supposed to be a 
matrix of positive values resembling addresses but actually it 
has negative values, so the center of tint has to be shifted by 
adding a positive value to all of tint elements. This value 
equals to the minimum possible negative value plus one (not 
to have zeros), which is the left bottom corner of T45 = -256 x 
cos(45o) – 256 x sin(45o

) ≈ -363. The added value is 363 + 1 = 
364, i.e. aθ = tint + 364. The addressing part of the BP, 
Proj_address, generates two successive addresses (aθ, aθ + 1) 
to the PPDM to read two successive samples (proj(aθ), 
proj(aθ+1)). These samples have to be interpolated, discussed 
in section III. 

The BP with linear interpolation (BP_interp) is 
implemented using equation (13). Two inputs projection 
samples, read from the PPDM, have (1, 4, 11) format. These 
two samples are subtracted, and the output of the subtractor 
has the same format. The interpolation factor (tfr) format is (0, 
0, 14). This factor is multiplied by the output of the subtractor. 
The multiplication output format is (1, 4, 25), rounded to have 
the same format of the projection sample proj(aθ); (1, 4, 11). 
Then, this output is added to the projection sample. Each 
output of the adder represents an image pixel with (1, 4, 11) 
format that forms the desired back-projected image, imn. 
Image imn is generated pixel by pixel with its corresponding 
address. To form an image with 512-by-512 pixel, it takes 
5122 clock cycles. That image takes 5.243 ms using 50 MHz 
clock cycles. 

C. Image Memory Accumulator 

The new back-projected image is added to the previous ones 
through image accumulator memory. The accumulator 
consists of two RAMs. The first image is written to a RAM 
(odd RAM). Then the second image is added to the image 
stored in the odd RAM and the result is written to the other 
RAM (even RAM). The third image is added to the image 
stored in the even RAM and the result is written to the odd 
RAM and so on. In general, the new image is added to the sum 
of the previous images stored in a RAM, and the result is 

written to the other RAM under the control of the image 
memory controller, img_mem_cont, shown in Fig. 11. 
Therefore, when a RAM is in read mode, the other is in write 
mode as shown in Fig. 16. 

 
Fig. 16. Timing diagram of first Image accumulation process. 

When a new odd image, imn, is generated from the BP, the 
signal, odd_even, sets to low, and the data is read from the 
even RAM (dout_even) which is the sum of the previous 
images. The odd imn is added to this sum and the new sum is 
written to the input of odd RAM (din_odd). Next, when an 
even image is generated, the control selections, odd_even and 
even_ odd, are inverted and so on. To avoid the overflow due 
to the sum accumulation, the least significant four bits of pixel 
value of the image imn are neglected. So the accumulated 
image format is (1, 8, 7). The effect of neglecting these bits 
will be studied in the next subsection by comparing the output 
image from the hardware (with four bits reduction) to the 
corresponding image from the CTSIM (without four bits 
reduction). The accumulation is simultaneously done with the 
BP process.  

D. Results 

After the accumulation of all images, the last accumulated 
image is exported quantized to its 16-bit fixed point format (1, 
8, 7). The data are arranged as 1-D from address 0 to 5122, so 
it is rearranged from 1-D series of data into a 2-D pixel by 
pixel matrix using the zigzag scheme. The output image is 
shown in Fig. 17. 

   
Fig. 17. Output image from (a) Software based on the CTSIM (b) Hardware 
implementation (16-bit).  

Finally, the image generated by hardware implementation is 
compared to the image generated by the CTSIM. This 
comparison is evaluated based on the accuracy of the image 
quality. The image quality is tested in two ways. The first way 
is the subjective test that visually compares between the 
reconstructed images, based on the CTSIM and the hardware 
implementation, shown in Fig. 17. The second way is the 
objective test that contains the PSNR, the MSSIM 

a b 
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(Percentage), the ABS and the WORST, shown in Fig. 18. As 
mentioned before, Matlab Shepp-Logan phantom is used as a 
reference image. For more information of the test image used, 
how it was obtained and its projection data was obtained, refer 
to [22].  

It is obvious that the subjective test and the objective test are 
almost the same that indicates that the design is functionally 
successful.  

The BP process takes 5122 clock cycles. So, there is enough 
time to acquire and filter the next projection. The acquisition 

   
                                (a)                                                        (b) 
Fig. 18. Software based CTSIM vs. hardware implementation (16-bit):      (a) 
Image quality b) Errors measurement. 

 

and filtration of the next projection is synchronized to let the 
BP of this projection start just after the BP of the current one 
is completed. That saves time and let the overall time limited 
to the BP time of all projections plus the filtration time of the 
first projection only. The summation of the back-projected 
images is executed with the BP pixel by pixel. The exemplar 
timing diagram of the 1st, 2nd, intermediate and last projection 
processing is shown in Fig. 19. The time required to produce 
the final image, img, is the required time to perform the BP 
process multiplied by the number of projections (5.243 ms x 
1024) plus the first projection filtration time (127.38 μs). The 
total reconstruction time of the non-parallel hardware 
implementation is 5.37s. 

 
Fig. 19. Timing diagram of the implemented algorithm. 

Now, the non-parallel hardware design presented in this 
section is ready to the timing simulation. The presented design 
is synthesized, mapped, placed and routed on the targeted chip 
Spartan 3A-DSP 3400. Device utilization is shown in Table I. 

E. Optimization 

In this section, the optimum hardware utilization will be 
considered without affecting the reconstruction time and the 
image quality. It is done based on hardware reduction of the 
FFT IP core, the reduction of the data-bus width, and the 
efficient utilization of the chip supplied benchmarks, DSP and 

RAM Blocks. The time reduction through the parallelism of 
the image reconstruction process will be presented in the next 
section. 

 
TABLE I 

DEVICE UTILIZATION SUMMARY ON XC3SD3400A 
Logic Utilization Used Available Utilization 

Number of Slice Flip Flops 25,448 47,744 53% 
Number of 4 input LUTs 38,857 47,744 81% 
Number of occupied Slices 22,890 23,872 95% 
Total Number of 4 input 
LUTs 

39,956 47,744 83% 

Number of bonded IOBs 144 469 30% 
Number of RAMB16BWERs 11 126 8% 
Number of DSP48As 0 126 0% 

1. FFT IP Core Implementation Architecture: However, the 
filtration, the BP, and the image accumulation are done 
simultaneously, it is noticed that the filtration time is much 
smaller than the time required for the BP or the image 
accumulation. Therefore, the filtration can be performed 
slower to get the benefit of the hardware reduction without 
affecting the overall speed or image quality. Radix-2 lite FFT 
core is implemented with much smaller resources at the 
expense of additional latency [26]. This latency will not affect 
the BP time. The FFT latency is 246.44 μs (12320 clock 
cycles), so the filtration time (FFT latency + Multiplication 
time + IFFT latency) will be 246.4 + .06 + 246.4 = 492.86 μs 
(24643 clock cycles). The BP time is 5.243 ms, so the overall 
speed is not affected while we gain a considerable reduction in 
the utilized resources of the target chip. The device utilization 
is shown in Table II. 
 

TABLE II 
DEVICE UTILIZATION SUMMARY WITH FFT LITE ARCHITECTURE. 

Logic Utilization Used Available Utilization 
Number of Slice Flip Flops 4,699 47,744 9% 
Number of 4 input LUTs 11,653 47,744 24% 
Number of occupied Slices 7,215 23,872 30% 
Total Number of 4 input 
LUTs 

11,820 47,744 24% 

Number of bonded IOBs 144 469 30% 
Number of RAMB16BWERs 11 126 8% 
Number of DSP48As 0 126 0% 

 
2. Data-Bus Width: Another issue that reduces the utilized 

hardware area but may affect the image quality is the width of 
the data bus. This width is reduced from 16 bits to 9 bits. 
Therefore, the effect of the bus-width reduction on the image 
quality needs to be studied. This effect is tested by comparing 
the reconstructed image before and after the bus-width 
reduction. The Subjective test is shown in Fig. 20, and the 
objective test is shown in Fig. 21. It is obvious that the image 
quality is greatly affected by the bus-width reduction from 16 
to 9 bits. This effect is in both the subjective and the objective 
test. 

To overcome this problem, we used the CTSIM to analyze 
the data values through all the reconstruction stages. It is 
found that the data is enlarged by the image accumulation 
process.A proposed solution is to use different data bus-width 
before and after the image accumulation. The 9-bit bus-width 
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                                (a)                                                        (b) 
Fig. 20. Software based the CTSIM vs. Hardware implementation (9-bit):   
a) Original image b) Reconstructed. 

 

                                  
(a)                                                        (b) 

Fig. 21. Software based the CTSIM vs. Hardware implementation (9-bit):  
a) Image quality b) Error measurement. 
 

represents the data before the image accumulation while, after 
the accumulation, the bus-width is increased by 3 bits. This 
9/12 design is subjectively and objectively tested shown in 
Fig. 22 and Fig 23, respectively.  

 

    
(a) (b) 

Fig. 22. Software based the CTSIM vs. Hardware implementation (9/12 bit): 
a) Original image b) Reconstructed. 

 

  
(a) (b) 

Fig. 23. Software based the CTSIM vs. Hardware implementation  
(9/12 bit): a) Image quality b) Error measurement. 

 
This analysis illustrates that the image quality is not 

affected by this reduction. It is obvious that the reconstruction 
quality in the subjective test and the objective test are very 
close. At the same time, the utilized hardware area is 
significantly reduced. The device utilization summary is 
shown in Table III. 

TABLE III 
DEVICE UTILIZATION SUMMARY OF 9/12 BUS-WIDTH DESIGN. 
Logic Utilization Used Available Utilization 

Number of Slice Flip Flops 3,102 47,744 6% 
Number of 4 input LUTs 7,163 47,744 15% 
Number of occupied Slices 4,716 23,872 19% 
Total Number of 4 input 
LUTs 

7,401 47,744 15% 

Number of bonded IOBs 156 469 33% 
Number of RAMB16BWERs 11 126 8% 
Number of DSP48As 0 126 0% 

 
3. The Exploitation of supplied benchmarks: Another 
optimization issue is the optimum usage of the supplied 
benchmarks like DSP and RAM blocks. When implementing 
the FFT core, the complex multipliers and the butterfly 
arithmetic of the core can be implemented using DSP blocks 
[26] and the buffering memories can be implemented using the 
RAM blocks. Also, other multipliers and memories in the 
design can be implemented using these benchmarks that 
provides the advantage of saving more area, shown in  
Fig. 24, and maximize the utilization of the already supplied 
benchmarks without affecting the overall speed or image 
quality. The device utilization is shown in Table IV. 
 

 
Fig. 24. Different fields of optimization to reduce the hardware utilization. 

 

TABLE IV 
DEVICE UTILIZATION SUMMARY OF THE ALREADY SUPPLIED BENCHMARKS. 

Logic Utilization Used Available Utilization 
Number of Slice Flip Flops 1,910 47,744 4% 
Number of 4 input LUTs 1,738 47,744 3% 
Number of occupied Slices 1,814 23,872 7% 
Total Number of 4 input LUTs 1,914 47,744 4% 
Number of bonded IOBs 156 469 33% 
Number of DSP48As 17 126 13% 
Number of RAMB16BWERs 13 126 10% 

V.  PARALLEL HARDWARE IMPLEMENTATION OF FBP 

FPGA devices provide fine-grained parallelism. Therefore, 
the time reduction from parallel processing of the FBP 
algorithm can be achieved. Due to the small hardware 
utilization achieved, the FBP algorithm core can be redesigned 
to achieve the desired parallelism and fit to the same chip 
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(Spartan 3A-DSP 3400). It can be implemented in two 
schemes of parallelism; pixel parallelism, and projection 
parallelism. 

In the pixel parallelism, the image is divided into multiple 
disjoint segments. Each segment will be reconstructed through 
BP block, image accumulation controller and image 
accumulation RAM. Each BP block will generate its own sub-
matrix of Tθ corresponding to its segment. These segments are 
arranged together to form the resultant image. Due to the small 
hardware overhead of the BP block, the total utilized area will 
not be greatly affected, while the BP time will be reduced by a 
factor equal to the number of the segments. The limitations of 
this parallelism are the increased number of input/output pins 
and the minimum time of BP which should be more than the 
filtration time based on the lite FFT architecture. 

In the projection parallelism, the BP images from different 
projections are independent so projections can be divided into 
multiple groups. Each group of projections is processed 
separately while all groups are simultaneously processed 
through multiple FBP blocks. The reconstructed images from 
these blocks are added together to form the final reconstructed 
image. The total reconstruction time will be reduced by a 
factor equal to the number of groups. This parallelism is 
limited by the size of the chip as the design is almost repeated 
with each projection group, while the problems of limited 
input/output pins and minimum BP time do not exist. 

From the above discussion, it is noticed that the pixel 
parallelism is more efficient in the hardware utilization than 
the projection parallelism as long as the design is away from 
its limitations. Therefore, the pixel parallelism is first designed 
to get the maximum available parallelism. After that the 
projection parallelism is designed. In this approach, the 
limitations of two schemes are avoided and their advantages 
are exploited. The 512-by-512 image is divided into eight 
disjoint segments with size of 256-by-128 pixels. The first and 
last value of the eight X and Y counters generating matrix Tθ 
can be easily achieved. In Fig. 25, eight BP blocks, image sum 
controllers and image sum memory are used in parallel to 
produce eight reconstructed image segments. These segments 
are arranged to form the final reconstructed image. The device 
utilization summary of this parallelism is shown in Table V.  

TABLE V 
DEVICE UTILIZATION OF 8 SEGMENTS OF PIXEL PARALLELISM ON 

XC3SD3400A. 
Logic Utilization Used Available Utilization 

Total Number Slice Registers 2,351 47,744 4% 
Number of 4 input LUTs 2,571 47,744 5% 
Number of occupied Slices 2,398 23,872 10% 
Total Number of 4 input 
LUTs 

2,871 47,744 6% 

Number of bonded IOBs 447 469 95% 
Number of BUFGMUXs 3 24 12% 
Number of DSP48As 40 126 31% 
Number of RAMB16BWERs 27 126 21% 

 

Although there is enough area to implement more than eight 
segments, the limited number of input/output pins of the chip 
Spartan 3A-DSP 3400 and the projection filtration time 
(492.86 μs) limit the pixel parallelism to only eight BP blocks. 

This pixel parallelism reduces the BP time to be 655.36 μs 

(256 x 128 clock cycles) instead of 5.24 ms (5122 clock 
cycles). Finally, the BP time based on the pixel parallelism is 
reduced by the factor of 8. 

The parallelism will be continued by the projection 
parallelism. Input projections (1024 projections) are divided 
into five groups; each group contains 205 projections. Five 
groups are separately and simultaneously processed through 
five FBP blocks. Each FBP block is 8-segments of the pixel 
parallelism. The block diagram of this scheme is shown in  
Fig. 26. The total reconstruction time of the projection 
parallelism has the time of the BP (tBP) multiplied by the 
number of projections (Nproj) plus the time of the first 
projection filtration (tfilt). Therefore, the presented projection 
parallelism in this section reduces the total reconstruction time 
to be 205 tBP + tfilt instead of the 1024 tBP + tfilt. It is reduced by 
factor of 5 in the projection parallelism beside to the reduction 
of tBP by factor of 8 in the pixel parallelism. The total 
reconstruction time (tR) is calculated according to equation 
(14).  

     filt
projBP

R t
Nt

t  )
58

(                                          (14) 

By substitution in equation (14) with the values of tBP, Nproj, 
and tfilt, it implies the following calculations.  

 
      tR = ((5243 /8) x (1024/5)) + 492.94  
          = (655.36 * 205) + 492.94 = 134.8 ms.    

 
The tR is reduced by the factor of 40. Before the grouping of 

input projections, the 8-segment pixel parallelism is optimized 
to restrict the hardware utilization into less than 20% of the 
chip to permit the implementation of 5-group projection 
parallelism. The device utilization summary is shown in  
Table VI.  

TABLE VI 
DEVICE UTILIZATION OF 8-SEGMENT PIXEL PARALLELISM AND 5-GROUP 

PROJECTION PARALLELISM. 
Logic Utilization Used Available Utilization 

Total Number Slice Registers 11,801 47,744 24% 
Number of 4 input LUTs 16,791 47,744 35% 
Number of occupied Slices 13,217 23,872 55% 
Total Number of 4 input 
LUTs 

18,397 47,744 38% 

Number of bonded IOBs 469 469 100% 
Number of BUFGMUXs 3 24 12% 
Number of DSP48As 120 126 95% 
Number of RAMB16BWERs 126 126 100% 
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Fig. 25. Block diagram of the FBP using the pixel parallelism. 

 
Fig. 26. Block diagram of the combined parallelism. 

The authors in [11] implemented the parallel-beam FBP 
algorithm based on projection parallelism. They achieved 

image reconstruction of a 512-by-512 pixel image from 1024 
projections in 250 ms using expensive Virtex FPGA chip with 
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65MHz. The required number of clock cycles (NCLK) in the 
design presented in [11] is 16.25 x 106 clock cycles (NCLK = 
tR/tCLK, where tCLK is the period of the chip clock). In this 
paper, the combination of the pixel parallelism and projection 
parallelism is utilized using low-cost Spartan 3A-DSP 3400 
chip with 50MHz clock cycles. It achieves image 
reconstruction of a 512-by-512 pixel image from 1024 
projections in 134.8 ms. The NCLK in the design presented in 
this paper is 6.47 x 106 clock cycles. Therefore, it achieves the 
reduction of the required number of clock cycles to form an 
image from projections by 60 % comparing to the state of the 
art in [11]. The presented FPGA hardware implementation of 
the parallel-beam FBP algorithm, based on the pixel 
parallelism and projection parallelism, is achieved the 
superiority in terms of the speed and the hardware cost with 
respect to all previous published works.  

VI. CONCLUSION 

In this paper, the FPGA hardware implementation of the 
parallel-beam FBP algorithm, based on the pixel parallelism 
and projection parallelism, was presented. First, the non-
parallel hardware was implemented in three main blocks; 
filtration, BP and dual-port memory. The filtration block 
receives one by one of the 1024 projections and exports the 
filtered projection to the dual-port memory from which the BP 
block read it. The images are externally accumulated to 
reconstruct the final a 512-by-512 pixel image. The BP and 
the filtration processes are overlapped to shrink the total 
reconstruction time to almost the BP time of all projections 
only. 

In addition, the optimization between the speed and the 
hardware utilization without affecting the image quality was 
presented. The reduction of the hardware utilization of the 
implemented algorithm on the target chip can be achieved 
through the hardware reduction of the FFT IP core, the 
efficient utilization of the DSP and RAMs blocks of the target 
chip, and the reduction of the data-bus width. By suitable 
rounding at each stage, the bus-width is minimized from 16 to 
9/12 bit that significantly reduced the hardware utilization.  
The reduction of the reconstruction time can be achieved 
through the pixel and projection parallelism. Eight segments 
of the pixel parallelism are implemented that achieved 
reconstruction time reduction by factor of 8. Although there is 
enough area to implement more than eight segments, the 
limited number of input/output pins of the target chip and the 
projection filtration time limits the parallelism to only eight 
BP blocks. In addition, the parallelism is extended by extra 
five groups of the projection parallelism which in turn reduce 
the reconstruction time by factor of 5. The combination of the 
two schemes of parallelism reduces the reconstruction time by 
factor of 40. It achieves image reconstruction of a 512-by-512 
pixel image from 1024 projections in 134.8 ms using low-cost 
Spartan 3A-DSP 3400 chip with 50MHz clock cycles. The 
number of clock cycles in the presented design to form a 512- 
by-512 pixel image from 1024 projections is 6.47 x 106 clock  
cycles. It reduces the number of clock cycles by 60 % 
comparing to the state of the art in [11]. 

Before hardware implementation, a software simulator 
CTSIM is built to analyze and get accurate validation of each 
reconstruction process, used as a reference to validate each 
stage in the hardware design. The image generated from 
hardware implementation is imported to the CTSIM for the 
comparison with the image generated from the software. This 
comparison is tested either in subjective manner or in 
objective manner. In addition, the CTSIM assists the hardware 
implementation to be optimized and minimized the hardware 
utilization.  

The presented design can be easily expanded to 
accommodate more projections with higher densities and to 
produce larger images. Due to re-configurability of the FPGA, 
the design can be easily edited to accommodate the fan-beam 
FBP. That can be done in two approaches; the first is to 
reformat the fan-beam projections into a set of parallel-beam 
projections. This reformation is done using an extra module 
called the rebinning module; the other approach is the use of 
the modified back-projection algorithm. Where some steps of 
the FBP is modified to reconstruct the image from the fan-
beam projections.  
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