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Abstract: An adaptive distributed routing algorithm is essential in MANETs, since there is no central routing system. Actually, there 
is no central point of coordination; each node is responsible for forwarding data packets to other nodes, thereby acting as router 
and host. A packet might travel through multiple intermediary ad hoc nodes in order to arrive to its destination, while the nature of 
wireless multi-hop channel is bringing in various types of packet losses. This paper focuses on three main reasons of online packet 
losses in MANETs: (1) losses due to wireless link errors; (2) losses due to congestion; and (3) losses due to route alteration. It 
proposes a deep learning-based algorithm for packet loss discrimination. The algorithm uses the backpropagation neural network 
(BPNN) concept. We performed simulation experiments for evaluating the performance of the proposed loss discrimination 
algorithm under different network con igurations. Through simulation results, we con irmed that the proposed algorithm improves 
packet loss discrimination and route alteration in the network. It also reduces congestion and increases network throughput.
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INTRODUCTION

Mobile ad-hoc networks (MANETs) can be de-
ployed in many applications such as disaster recov-
ery, search and rescue operations, military service, 
and vehicular networks. A MANET is a group of 
autonomous nodes that form a dynamic, multi-hop 
radio network in a decentralized way [3]. MANET 
nodes can be a variety of mobile devices such as 
mobile phones, laptops or handheld devices, which 
present various computational and bandwidth capa-
bilities. Nodes themselves implement the network 
management in a cooperative fashion. They operate 
on a multi-hop basis, while they are detecting routes 
and forwarding data packets. Since the channel is 
broadcast in nature, multiple nodes contend for the 
channel simultaneously. The wireless channel is also 
error-prone, and this situation becomes even worst 
because packet losses occur due to route alteration 

and congestion [8]. MANETs have peculiar charac-
teristics including dynamic network topology, asym-
metry, multi-hop communication, and limited band-
width and energy resources. These characteristics 
complicate quality of service (QoS) provision, and 
impose various challenges in the design of conges-
tion control [11]. Wired transport layer protocols 
tend to achieve congestion control, low control, and 
end-to-end delivery of data packets. 

TCP ensures reliability by using acknowledgments 
(ACK); for every transmitted TCP packet it waits for 
an ACK. Additive-Increase/Multiplicative-Decrease 
(AIMD) is the feedback control algorithm used in TCP 
congestion control. AIMD combines linear growth of 
the congestion window with an exponential reduc-
tion when a congestion occurs. The window size is 
increased by one segment in every round-trip-time 
(RTT), when no packet losses occur. In case of the re-
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ception of a duplicate acknowledgment, a TCP sender 
will irst assume that some packet reordering has 
occurred in the network. But upon reception of the 
fourth copy of an ACK (Triple Duplicate ACK, TDACK) 
a congestion loss is assumed. In this case, the miss-
ing segment is repeated and the window size is cut in 
half. Additionally, TCP uses a timeout that depends on 
the measured RTT of the connection. If this retrans-
mission timeout (RTO) elapses without an acknowl-
edgment, TCP concludes severe congestion. Then, the 
window size is reduced to one and the unacknowl-
edged segment is sent again. The timeout until the 
next retransmission attempt is doubled, if still no 
acknowledgment arrives. Thus, this timeout grows 
exponentially. During the irst phase of a connec-
tion and after a timeout, the “slow start” mechanism 
is employed that allows for a faster convergence to 
the correct window size [2]. While “slow start” is ac-
tive, the window size is not increased by one segment 
size for every RTT, but instead for every received ac-
knowledgment. This means that during this phase, 
the window size grows exponentially. 

TCP-friendly congestion control schemes for the 
wired channels provide smooth sending rates [17]. 
These schemes include the window-based schemes 
and the rate-based schemes, which can be further clas-
si ied into probe-based and equation-based schemes. 
Such schemes cannot be applied to wireless scenarios 
[19]. Rate-based congestion control schemes control 
the transmission rate and generate a smoothed low 
by spreading the data transmission across a time inter-
val. Thus, the burstiness induced by the window-based 
mechanisms is avoided. Equation-based congestion 
control enables bandwidth estimation, based on statis-
tics of RTT and packet loss probability. In response to 
the bandwidth estimates, the source adjusts the trans-
mission rate to prevent congestion. A typical equation-
based protocol is the TCP-friendly rate control (TFRC) 
designed for wired link, and thus it accounts wireless 
losses also as congestion losses. TFRC adjusts its trans-
mission rate in response to the level of congestion, as 
estimated based on the calculated loss rate. Multiple 
packet drops in the same RTT are considered as a sin-
gle loss event by TFRC leading to a more slow conges-
tion control strategy. 

Wired transport protocols cannot be migrated 
directly to MANETs, due to some of the issues as-
sociated with it [10]. The TCP congestion control 

mechanism cannot handle the special properties of 
a shared wireless multi-hop channel well. Various 
situations may lead to packet loss like path break 
due to mobility, hidden terminal problem, high 
error-prone wireless links, node failure due to low 
battery etc. [6]. Route changes and the error-prone 
wireless channel result in unsteady packet delivery 
delays and packet losses. Thus, packet losses must 
not be misinterpreted as congestion losses. Other 
mechanisms are required to identify network con-
gestion instead of packet loss and retransmission 
timeout. The transport protocol needs to decrease 
the sending rate only when there is congestion in 
the network. Also, the transport layer in the wireless 
network must periodically interact with lower lay-
ers to adapt the changing network conditions often 
and the frequent changes in network topology. 

An enhanced transport protocol should reliably 
handle loss, minimize errors, manage network con-
gestion and transmit ef iciently. An enhanced trans-
port protocol for MANETs should support packet loss 
differentiation and estimation. Traditional transport 
protocols assume that a packet loss is encountered 
due to congestion in the network. This assumption 
may lead to performance degradation in MANETs 
where the packet losses due to transmission errors 
are more probable in error-prone links. Actually, 
packets might be missing due to multipath fading, 
link-layer contention and channel errors Doppler 
shift, node’s buffer excess. Conclusively, the trans-
port layer mechanism must distinguish between the 
packet losses experienced due to network conges-
tion and packet losses due to wireless link errors.

DEEP LEARNING FOR PACKET LOSS DISCRIMINATION 

IN MANETS

In MANET, an accurate packet loss discrimina-
tion system in the transport layer is often cooperated 
with the low-control protocol in order to improve 
the overall network performance. Deep learning can 
be applied in MANET for discriminating packet losses 
due to wireless errors, congestion, and route altera-
tion. Many studies have shown that deep learning en-
tirely surpasses other machine learning approaches 
for solving similar problems. When a loss discrimina-
tion algorithm is utilized with a deep learning neural 
network (NN), then it can be more accurate and ef-
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fective than other discrimination algorithms utilized 
with other machine learning algorithms. Deep learn-
ing is a branch of machine learning methods based 
on learning data representations [14]. Learning can 
be supervised, partially supervised or unsupervised. 
Deep learning architectures such as deep neural net-
works, deep belief networks and recurrent neural net-
works have been applied to various ields including 
signal processing, communication systems, and adap-
tive control systems etc. The hardware implementa-
tions of deep learning algorithms are often exploiting 
the advantage of deep learning characteristic, called 
‘parallelism’. A deep learning method stores knowl-
edge inside inter-neuron connection through the sup-
port of the neuron weights. Deep learning contains a 
huge amount of processing elements, which are used 
to yield inputs and then processing takes place and 
after that it provides response to the inputs. A huge 
Network contains a huge number of processing ele-
ments. Deep learning is complete up of an amount of 
layers. Layers are organized by a quantity of consis-
tent nodes, which contain an activation function. Pat-
terns are characterised in the network as the input 
layer, which takes links to one or additional hidden 
layers. Then, the input layer is connected with the 
middle layer, which is identi ied as hidden layer. In the 
hidden layer, processing is completed by a number of 
weighted in luences. The hidden layer straight con-
nected to an output layer, which has the ability to pro-
vide response to completely the inputs. Deep learning 
works similar an input since the user and previously 
processing is taking place. Then, the processing takes 
place. Deep learning has the capability to originate the 
meaning after the dif icult data and is used to extract 
patterns and detect leanings that are further multi-
faceted to announcement. A trained deep learning 
(based on backpropagation neural network - BPNN) 
can be supposed as an expert that analyse speci ied 
information. Hyperbolic tangent sigmoid is the activa-
tion function used in deep learning. It processes the 
input (which might have some value among plus and 
minus immensity). It is used in multi-layer neural net-
works and performs the training by using the BP algo-
rithm, and thus this function is differentiable. 

KEY-CONTRIBUTIONS

In this paper, we assume congestion control 
as a transport layer issue and propose a Loss Dis-

crimination Algorithm (LDA) that distinguishes the 
packet losses due to congestion, route alteration, 
and wireless link errors in MANETs. The proposed 
deep learning algorithm for packet loss discrimina-
tion is based on a backpropagation neural network 
(BPNN) architecture, while semi-supervised learn-
ing is applied. So, we exploited the feature reduction 
capability of the deep learning for pre-training. A 
deep learning algorithm is very powerful, when it 
is used with semi-supervised learning that reduces 
the training time. The key contributions of our work 
can be summarized as follows: 

1. Experimental simulation results demonstrat-
ed that the proposed packet loss discrimina-
tion algorithm improves the accuracy under 
different network con igurations and high-
level network congestion conditions. This is 
achieved as an introduced congestion control 
process is invoked, when packet losses/fail-
ures (due to congestion) are detected.

2. The proposed packet loss discrimination al-
gorithm can be implemented by a similarity 
circuit, which is fast and insigni icant in size. 
Thus, the algorithm is appropriate to MA-
NETs, where time and space are critical and 
near-optimal resolution is suitable. 

3. In our framework, deep learning is executed 
on MANET for observing the regularity of 
‘hello’ messages of the AODV routing protocol 
in MANET. The Ad hoc On-Demand Distance 
Vector (AODV) is a well-established reactive 
routing protocol that is used for MANETs [7]. 
The term “reactive” implies that routing does 
not depend on periodic exchange of rout-
ing information or route calculation. When a 
route is required, the node must start a route 
discovery process. AODV uses classi ication 
numbers, where sequence statistics regulate 
the ‘freshness’ of routing information and to 
avoid routing loops. When an active link is 
broken, AODV initiates a inding process for a 
new route. 

The rest of this paper is organized as follows. In 
the next Section, we discuss related work. Then, we 
present the proposed LDA algorithm. After that, we 
analyze the performance of our LDA algorithm. In 
the last Section, we provide our conclusions and fur-
ther work. 
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RELATED WORK 

The main causes for packet loss in MANET are 
mobility, channel error, and congestion. Reducing 
packet loss involves congestion control functioning 
on top of an adaptive routing protocol at the OSI-RM 
Network layer that supports errors due to mobility 
and failures. In the current designs, routing is not 
congestion-adaptive. Routing may let a congestion 
happen which is detected by congestion control, 
but dealing with congestion in this reactive manner 
results in longer delay and unnecessary packet loss 
and requires signi icant overhead, if a new route is 
required. This problem becomes more visible es-
pecially in large-scale transmission of heavy traf ic 
such as multimedia data, where congestion is more 
probable and the negative impact of packet loss on 
the service quality is of more signi icance. Habbal 
and Hassan [5] introduced a model that analyses the 
factors that impact on TCP congestion control. Fur-
thermore, their model points to those critical factors 
that must be addressed by researchers in order to 
improve TCP performance over MANETs.

Tran and Raghavendra [16] argued that routing 
should not only be aware of, but also be adaptive 
to, network congestion. They proposed a routing 
protocol (CRP) with such properties. CRP improves 
the packet loss rate and end-to-end delay, while en-
joying signi icantly smaller protocol overhead and 
higher energy ef iciency as compared to AODV and 
DSR. Designing an ef icient routing protocol for MA-
NET is a challenging task because of the dynamic 
environment of the network topology and resource 
limitations. Multipath routing can offer consistent 
communication in MANETs. Mallapur et al. [12] in-
troduced an ef icient routing technique called the 
Multipath Load Balancing technique for Congestion 
Control (MLBCC) for MANETs to ef iciently balance 
the load among multiple paths by reducing conges-
tion. MLBCC introduces a congestion control mech-
anism and a load balancing mechanism during the 
data transmission process. The congestion control 
mechanism detects the congestion by using an ar-
rival rate and an outgoing rate at a particular time 
interval T. The load balancing mechanism is the 
selection of a gateway node by using the link cost 
and the path cost to ef iciently distribute the load by 
selecting the most desirable paths. For an ef icient 
low of distribution, a node availability degree stan-

dard deviation parameter is introduced. Simulation 
results, under the network simulator-2 (NS-2), show 
that MLBCC improves the performance of FLMB and 
AOMDV in terms of the control overhead, packet de-
livery ratio (PDR), average delay and packet drop 
ratio. The results also show that MLBCC ef iciently 
balances the load of the nodes in the network.

De Oliveira and Braun [4] investigated the use 
of fuzzy logic theory for assisting the TCP error 
detection mechanism in MANETs. They presented 
an elementary fuzzy logic engine as an intelligent 
technique for discriminating packet loss due to 
congestion from packet loss by wireless induced 
errors. They also introduced the architecture of 
the proposed fuzzy-based error detection mecha-
nism. Their full approach, for inferring the inter-
nal state of the network, relies on Round Trip Time 
(RTT) measurements only. Hence, their end-to-end 
scheme requires only end nodes cooperation. Pre-
liminary simulation evaluations showed how viable 
their approach is.

Yang et al. [18] proposed an explicit loss dis-
crimination scheme (F-ECN) to discriminate, if a 
packet loss is due to congestion or to a wireless 
link fault. F-ECN is based on a fuzzy logic control-
ler that uses queue length and packet arrival rate 
in order to measure congestion and achieves a 
tradeoff between queue stability and responsive-
ness. The performance of F-ECN takes a tradeoff 
between the throughput and the delay time. Pap-
anastasiou and Ould-Khaoua [13] developed a TCP 
variant that adjusts the sending rate increase to 
achieve competitive throughput for TCP connec-
tions. Extensive simulation experiments indicate 
that a slower sending rate increase, during the con-
gestion avoidance phase of TCP, leads to improved 
performance for TCP Reno, while eliminating the 
negative effects inherent in restricting the maxi-
mum sending window size. Their work discusses 
the applicability of their TCP oriented solution to 
the hidden terminal effect. 

For effective load balancing and congestion con-
trol, routing metrics need to accurately capture the 
load in various locations of the network. Ali et al. [1] 
presented a congestion adaptive multipath rout-
ing protocol to increase the throughput and avoid 
congestion in MANETs. In their approach, when the 
average load of an existing link increases beyond a 
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de ined threshold and the available bandwidth and 
residual battery energy decreases below a de ined 
threshold, traf ic is distributed over fail-safe multi-
ple routes to reduce the traf ic load on a congested 
link. Through simulation results, they showed that 
their approach achieves better throughput and 
PDR with reduced delay for constant bit rate (CBR) 
traf ic, when compared with QMRB (viz., a protocol 
using mobile routing backbones).

Sliwa et al. [15] presented a simple passive de-
centralized load balancing scheme for MANET rout-
ing protocols. In contrast to existing load balancing 
schemes, the nodes consider only local knowledge 
and no additional communication or coordination 
is required. The proposed scheme can easily be 
applied to increase the reliability of existing rout-
ing protocols. Their simulative evaluation showed 
that three examined routine protocols (B.A.T.M.A.N, 
B.A.T.Mobile, G-OLSR) were able to achieve signi i-
cant PDR gains through integration of the proposed 
load balancing approach. By distributing the pack-
ets over multiple suitable links, packet collisions are 
less probable and the reliability is increased. The 
probability for losses of routing packets is lowered, 
which leads to a higher consistency of the routing 
tables and avoids occurrences of drastic PDR drops. 
Additionally, the transmission queues of the for-
warding nodes are relieved and queuing-related 
packet drops occur less often. 

Khan et al. [9] designed a new routing algorithm 
using the combination of AODV and cross layer de-
sign approach. It is referred as Congestion Control 
AODV (CCAODV) approach. It is used to avoid link 
break in MANET. Received signal strength is used 
as cross layer design parameter. The CCAODV pro-
tocol creates strong and stable route by using signal 
strength of node. The signal strength mainly depends 
on the parameters like transmission power of node 
and distance between two nodes. The Cross layer 
design approach is tested by using Ns 2.35 simulator 
and compared with the AODV routing protocol.

THE PACKET LOSS DIFFERENTIATION ALGORITHM (LDA)

In the proposed LDA, a BPNN is employed to clas-
sify the causes of packet losses. The proposed tech-
nique is based on a deep learning algorithm that 
adopts the BPNN method into MANETs. Backpropa-
gation (BP) is a method used in neural networks to 

calculate the error contribution of each neuron af-
ter a batch of data is processed. The proposed tech-
nique achieves multi-metric cooperative decision at 
the receivers (nodes) to distinguish the three main 
reasons of packet losses. 

THE BPNN ARCHITECTURE

The ratios of the evaluation indicators are used 
as input features of the deep learning-based BPNN 
packet loss Classi ier, located in the transport layer. 
These end-to-end evaluation indicators are the fol-
lowing ones: 

• X1: The comparative one-way expedition time, 
• X2: The inter-arrival time of packets fore-and-

after the losses, and 
• X3: The amount of out-of-order packets. 
These input variables X1, X2, X3 are used as mea-

sures to predict congestion. In our BPNN architec-
ture (Figure 1), we have three continuous variables 
as output variables (Yl, Y2, and Y3). These outputs 
vary at range [0, 1]. 

• Y1: It represents that network is at normal 
conditions. If the output were Y1, the MANET 
would be at normal conditions.

• Y2: It represents that network is at congestion 
conditions (packet loss due to congestion).

• Y3: It represents that in the network, this TCP 
connection is experienced link bit error just 
now (packet loss due to link error).

Figure 1. The BPNN architecture

Hereafter, the proposed packet loss discrimina-
tion algorithm follows:

Algorithm 1: The LDA algorithm for MANETs  
ALGORITHM 1:  Load dissemination using the multi-
ple paths in deep leaning adopting the BPNN method. 
Step 1: a) Process for load distribution and choose the 
INPUT parameters for deep learning.
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b) Choose the OUTPUT parameter after the deep 
learning.
Step 2: Compute the training pairs of INPUT and 
OUTPUT using deep learning.
Step 3: Train the Deep learning using the training 
pair’s congestion detected. After training, acquire the 
trained Deep learning.
Step 4: IF (congestion is identi ied OR accumulation 
contextual traf ic exists) 
THEN
Step 5: Acquire the weights and biases after the 
trained Deep learning and input it to the BPNN pro-
gram of deep learning.
Step 6: Implement the BPNN program for the de inite 
input, weights, and biases for deep learning.
PACKET LOSS DISCRIMINATION ALGORITHM: 
Step 7: Evaluate node accessibility of path using Step 2
Step 8: Estimate entire node accessibility of path us-
ing Step 3.
Step 9: Estimate entire average node accessibility of path.  
Step 10: Evaluate the normal node accessibility de-
gree consuming the normal deviation using Step 5.
Step 11: ENDIF
Step 12: Based on the value found of opening node, it 
selects implementation of deep learning- based reac-
tive routing protocol.
Step 13: Observe the outcomes using NS2.
Step 14: Repeat Steps 2 to 6 for dissimilar INPUTs 
and con irm the OUTPUTs.
Step 15: Link the outcomes with NS2-based deep 
learning.
Step 16: IF (outcomes are acceptable) THEN Load 
BPNN program of deep learning. The default path 
and the additional normal path to distribute the traf-
ic complete the multiple paths using Step 12.

CONGESTION CONTROL 

The lost packets in MANET often trigger retrans-
missions. In particular, control packets are retrans-
mitted in order new routes to the destination node to 
be found. That means that even more packets are sent 
into the network. Therefore, network congestion can 
severely deteriorate network throughput. If no con-
gestion control is performed, this can lead to a net-
work collapse, where almost no data is successfully 
delivered. In traditional route discovery approaches, 
nodes use control packets (e.g., RREQ, RREP) to ind 
out a new route to the destination. For designing a 

congestion control mechanism, we must use a hybrid 
approach for applying the different state of data pre-
processing with received signal asset parameter.  

In the proposed routing algorithm, routing is 
done on demand, and BPNN is used to save informa-
tion about the link status and observing the route 
state. Each node in MANET can share its information 
with its neighboring nodes. A query processing for 
particular routing information is originated to com-
plete the search between ad hoc nodes. All nodes are 
linked through one additional forwarding a request 
message from one node to the next ad hoc node until 
a search for the particular information processing is 
completed. The information is processed on ad hoc 
basis from the source node to that node that can sat-
isfy the particular requirements. The information 
passes through numerous ad hoc nodes until the 
suitable node is resolute. The proposed BPNN uses 
this information as input information to ind the de-
cision for repeating the information into the nodes. 
The decision is made by assembling the input pa-
rameters of respectively node and by yielding these 
input parameters into the deep learning algorithm.  

THE ROUTING ALGORITHM FOR DISCOVERING THE BEST 

ROUTE PATH 

The proposed routing algorithm is based on the 
deep learning algorithm discussed. It inds the most 
reliable route path set. A looding technique is used 
for route discovery. In the proposed algorithm, 
routing is done on demand and BP is used to save 
link status information and route state observing. 
We propose a congestion control technique that 
detects the congestion through candidate nodes 
by using the in lux rate and the leaving rate. For 
load balancing reasons, our deep-learning learning 
technique allocates the existing traf ic over numer-
ous route paths by using gateway nodes. Algorithm 
2 follows.

Algorithm 2: The proposed routing algorithm 
for discovering the best route path
Step 1: Initialize the input parameters 
Step 2: Select the data for processing 
Step 3: De ine the information by setting the input 
parameters (required delay, required PDR, and re-
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quired energy)
Step 4: Select the nodes for replication this informa-
tion for processing.  
Step 5: Find the node’s position using the BPNN clas-
si ier
Step 6: IF (Output=0) THEN STOP: Information pro-
cessing is completed. 
ELSE Output=1: stay on the network: more node in-
formation processing is required.
ENDIF   
Step 7: Form the group of nodes (viz. the route path) 
by selecting the next ad hoc node to be examined.
Step 8: Try to succeed until a suitable node is 
reached in the random replication. 

This routing algorithm achieves objective one 
route inding to compute the separate path set. Thus, 
it creates less number of control packets compared 
with the conventional AODV routing algorithm that 
achieves numerous route indings. For every pair 
of the network parameters (required delay and re-
quired PDR), the total number of the generated con-
trol packets differs. The number of nodes for infor-
mation processing is 100 with the intention of speci-
fying the number of control packets (m) generated 
by the new routing algorithm process. The routing 
algorithm of AODV was simulated in this work for 
comparison reasons.

PERFORMANCE EVALUATION

Simulation Setup
We created and con igured a small size MANET 

that contains 20, 40, 60, 80 and 100 nodes. This MA-
NET uses AODV as a routing protocol. We de ined the 
locations of nodes manually in TCL script. Also, we 
used the Omni antenna model: a wireless transmit-
ting or receiving antenna that radiates or interrupt 
radio-frequency (RF) electromagnetic ields equally 
well in all horizontal directions in a lat, two-dimen-
sional (2D) geometric plane. The parameter of “To-
pography area” indicates the area where the nodes 
can be moved in all directions. Finally, we used the 
“Two Ray ground” propagation model to predict the 
received signal power for each packet. The “random 
mobility model” was used to simulate the mobility of 
nodes. Table 1 shows the simulation parameters for 
our experiment. 

Table 1. Simulation parameters

Parameter Value

Simulator Ns-2.34

Simulation time 100 seconds

Channel type Wireless

Number of nodes 100

Topography area: 500 x 500 (sq.m.)

Pause time 20 sec

Packet size 512 byte

Bandwidth 40 MHz

The simulation results were gained using NS-alli-
none-2.35.tar.gz simulator. NS2 is discrete event sim-
ulator. System language is C++ and scripting language 
is OTcl. Authors deliberate performance indices as 
stated in equation. For the experiments performed, 
a variable-size network of size 500*500 (sq.m.) was 
randomly generated with number of nodes afterward 
accomplishment its destination, the node silences for 
a de inite time period, and then it chooses a different 
random location and continues the method again. 

In our experiments, every node pauses at the 
current position for 10 sec, while movement speed 
of separate nodes ranges from 0 to 20 m/s. Simu-
lations for networks have been path with 100 mo-
bile hosts, effective at transmission ranges changing 
from 150 to 500 m. The Max_hop property is set 
to 5 as an initial value. The behaviour of the repli-
cated network Relationships of reliability, lifetime, 
amaount of paths and above is compared to existing 
algorithms. Similarly, the computational complexity 
of the proposed algorithm is assessed and evaluated 
to separate AODV routing protocol. Control packets 
(as overhead) are generated in order to compute 
separate path sets. In this segment, the above per-
formance of the proposed algorithm, in relation-
ships of produced control messages, is linked to the 
AODV routing algorithm. 

RESULTS ANALYSIS AND DISCUSSION

In order to analyse the performance of an in-
termediary/gateway node, we calculated for each 
node, the average Throughput and PDR for the fol-
lowing two cases: 

• Case 1: TCP Multiplicative Decrease-MD is ap-
plied (without LDA) over AODV.
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• Case 2: TCP MD cooperates with the new LDA 
algorithm over the new introduced routing 
scheme. In this case, the new routing scheme 
(Algorithm 2) is used.

During the simulation process, we compared 
PDR and average Throughput for both cases. We 
evaluated our algorithm under numerous network 
con igurations and we observed that it provides 
high accuracy under most types of packet losses. 
Moreover, in order to evaluate the accuracy of our 
BPNN classi ier, we de ined two types of errors: 

• EC (Error in discriminating packet loses due to 
Congestion): The probability that the BP Net-
work classi ier misclassi ies a congestion er-
ror as a link error. 

• EL (Error in discriminating packet loses due to 
Link errors): The probability that the BP Net-
work classi ier misclassify a link error as a 
congestion error.

During the evaluation of the proposed algorithm, 
the network size and speed were changing. The 
simulation results (Figures 2, 3) showed that Case 2 
outperforms Case 1. In a MANET having 100 nodes, 
we found the generated and received packets, when 
no LDA algorithm is used over AODV (the TCP MD is 
used without LDA over AODV). This is Case 1. Then, 
we found the generated and received packets, when 
the new routing scheme (Algorithm 2) cooperates 
with our packet loss discrimination algorithm (Case 
2).  Afterward, for both cases, we speci ied average 
Throughput and PDR and compared them. 

NS-2 was used to generate the learning sample 
set. In order to evaluate our packet loss Classi ier we 
divided the learning sample set database into two 
parts: (1) a learning sample that was used to learn the 
model, and (2) a test sample on which the resulting 
classi ier was tested. In particular, we collected 1000 
positive and 1000 negative samples correspondingly 
to make the training set. For the testing set, we used 
200 positive and 200 negative samples to assess the 
accurateness. As depicted in Figure 2, the average 
Throughput in Case 2 is increasing, especially when 
the number of nodes is greater than 70.

The receiver uses the training deep learning 
model to automatically identify the reason of the 
current packet loss. This technique is an endwise so-
lution and does not require support. The proposed 
packet loss Classi ier cooperates with the TCP MD 

algorithm. The TCP MD algorithm is executed upon 
detecting a packet loss. Thus, we can say that we 
have a new TCP variant for MANETs, after using the 
proposed Loss Differentiation Algorithm (LDA). 

Figure 2: Comparison of average Throughput (Case 1 vs. Case 2) 

Figure 3. PDR comparison (Case 1 vs. Case 2)

CONCLUSION

In this paper, we proposed a deep learning–based 
algorithm for packet loss discrimination in MANETs. 
The proposed algorithm uses the back propagation 
neural network (BPNN) concept. Based on this loss 
discrimination algorithm (LDA), we also introduced 
a new route maintenance scheme that reduces the 
overall routing overhead of control packets in the 
network. Such reduction is obtained as the new 
routing scheme is changing the problematic, “weak” 
associations inside a link with more robust asso-
ciations. Obviously, in “weak” associations, a lot of 
packet failures are observed. We performed simula-
tion experiments for evaluating the performance of 
the proposed LDA under different network con igu-
rations. Through simulation results, we con irmed 
that the proposed LDA algorithm improves packet 
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loss discrimination and route alteration in the net-
work. It also reduces congestion and increases net-
work throughput. By using simulation, in the near 
months, we will compare our case/TCP variant 
(Case 2) with other TCP variants (e.g., TCP New 
Reno, TCP Vegas, TCP Westwood) over AODV.
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