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Abstract: In today's world of advanced informational technologies, society is facing a huge amount of data that is just getting impossible to store, process and analyze. In these big data volumes, some of the important information is being lost, that could help us improve the quality of personal and business life. This paper focus is on finding the best possible way of approaching this issue to find a feasible solution in increasing the efficiency and quality of data.
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INTRODUCTION

When it comes to every day of people's lives, including the social and business perspective of it, it generates various types of data every second. The internet, different tracking and transaction logs, various documents, emails, numerous business applications such as ERP or CRM, IoT systems and devices, they all produce a high volume of data. In this data, is hidden right information for the right process, which might be used depending on the need of the system, organization or person. In this paper analysis is made on the existing solutions, their benefits, and their faults or disadvantages, to find a better approach or solution for coping with a large volume of data.

DATA WAREHOUSE

When people think about structured data, the first thing that comes in mind is data warehouses. This approach with data warehouses is since the 1990s emerged as a need to have a solution for storing a large volume of data. William H. Inmon has created the term data warehouse and contributed to creating and developing data warehouse architecture [9].

The data warehouse is well known for its structured data and schema. The schema represents the way of how data will be grouped and organized, including a well-structured hierarchy. In this way, we have the benefit and disadvantage of knowing before time what data and in what format the data will be stored. These data warehouses are optimized for reading in terms of query performance, and therefore it is a performance-based big advantage in using these data warehouse systems. When we compare with transactional database models (OLTP), in data warehouses it is being used as an analytical model approach (OLAP) where the reading of data is a key factor.

This data warehouse for storing large volumes of data approach was good enough but just for a time being as information society developed, so did data also. We are faced with different types of data coming in like data from IoT (internet of things), social media data that was well unstructured, so this has
imposed huge pressure on existing data warehouse in order to cope with this kind of new data.

The benefit of the data warehouse is that has proven itself on the market for a long time, that human resources are well-skilled, that is has matured over time in the term of stability and reliability. Performance is another key aspect of the data warehouse as it is based on good structure and great query engines that are fully optimized for reading and are supporting various incremental changes of the data. Another great characteristic is usability as users may not be familiar with how to get information from source data, but with the analytical approach of the data warehouse, users can by transforming, filtering or slicing the data to find the information they need. In this way, users are getting a single source of data, instead of matching various sources of data, trying to find the information they are looking for. With the coming of cloud services, data warehouse systems are very well adapted to new technology in this way, where we have the flexibility of having on-premise or in the cloud the data while keeping this architecture.

Speaking of some of the downsides of data warehouses, we must mention storage cost as this kind of data model or data architecture is requiring lots of storage resources. As we already have explained the benefit of reading time, that does come with a certain price in terms of time. Time is required by preparing the processes and components that are needed in order to pre-structure the source data that is coming into the data warehouse. As we know what structure of data we are looking for, we might lose some data that could be useful in the long run, as we remove this data in ETL (extract, transform, load) processes. Another disadvantage of the data warehouse as it is not designed for the large volume of various data or better known as big data that includes the internet of things and social media for example.

**Data Lake**

The other competitor in storing large data volumes is data lake. The first term of data lake was introduced by James Dixon, where he has compared data lake as a large whole of water stored in a natural state [2]. This concept was created as it was noticed that only part of data has been visible and processed, as data has attributes that are predefined and after data is aggregated, subset levels of data are not seen.
more. In order to keep all the data, we have or generate, with data lake we will keep them in their original form, and then we will introduce the processing of data we require in that specific moment.

When it comes to the data lake, the big advantage is that we can store all kinds of data in it. For example, we can store structured data, semi-structured or unstructured data. Here we don’t have a predefined schema, so it means that we can put or save data in its raw format, without losing any time on preparing the data for storing. Because of this, we don’t have a data model in the term of transactional or analytical only, but it is more organized in the way of storing data based on different types of data that we are trying to save in the data lake.

If we would like to make it sounds simplified, we could say that it would be enough to store our data into date lake and at end of the process, we could have some sort of reporting or analysis services, that would be responsible for a representing the data at our end users or clients.

However, there is, of course, more refinements that would need to be implemented, such as security and data governance, to have a sustainable and reliable solution for managing our data.

Some of the disadvantages of data lakes that we need to mention are human resources with skills that are needed to process this data within the data lake environment, then there is an issue with knowing how this data flow will fit in within the organization, that is implementing this approach or has already a data warehouse processes established. Also, as a benefit of saving the data results in low cost in storage, the downside is that will increase the performance cost of implementing the complex queries on the data from the data lake.

**Proposed Solution**

In most cases, it is not a question if it is an only data warehouse or a data lake approach, but it is determined on the need for the project or organizational infrastructure.

The best approach to have a full potential of both data implementation solution is an integration of both systems in a hybrid solution. With this approach, we can leverage the full capabilities of storing large sets of data while preserving the functionality of data processing, data quality and securing the data.

Here we will analyze the approach of ETL (extract-transform-load) and ELT (extract-load transform).
ETL is a process where is most common when we know what structure we have forehand, so in this way, we can prepare data for the questions we already know to provide the answer.

For the ELT process, it works perfectly in the environment where we want to take advantage of data, which we would like to find answers to the questions that might come up in the future.

For some approaches, we can use a combination of machine learning and artificial network algorithms [4] to automate processes.

**Lambda Approach**

Lambda architecture [3] is data processing architecture created on the need of speeding up the processing of data regarding large data volumes or big data implementation. When using the data processing algorithm, we will put data coming in batches. This means that this data will be grouped so we can then try to set some operations based on these batches of data, to get information from this data. Once we get data in batches, we will try to query the data. However, we have some batches of data finished and ready for processing but data that are still coming in are in the middle of preparing batches. This means that we are missing this data in real-time. This is the moment when we implement streaming. Streaming data means that we will take the same data that are coming into batches and make it available for the querying. After the corresponding batch is finished with the processing of data, we will clear the data list that is in the streaming process, to prevent duplication of the data.

<table>
<thead>
<tr>
<th>Table 1. Simplified Lambda process flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input data</td>
</tr>
<tr>
<td>Speed</td>
</tr>
</tbody>
</table>

To implement the best practice approach, we will try using lambda processing data flow.

In our sample test case, we will have sample data from the AirVisual meteorological web site. Here we will use data that we will stream into our data lake and then we will process it to see the behavior of the proposed system. For the tools used in this test case, we will use a Microsoft Azure cloud platform, as this is one of the fastest growing online cloud platforms that supports various big data systems and big data platforms.

So, once we get data inside of our system, we will store this data into the data lake store. Data lake store is based on HDFS (Hadoop Distributed File System). Data will be distributed on more nodes, which means that we will have more copies of our data and access to it will be faster because this approach supports the parallel reading of data.

For the batch process, where we process our data, we will use a new approach with U-SQL [8] procedural language. This language is a new way of supporting unstructured data. It is a mixed technology approach of supporting C# programming language and a standard SQL language. Based on our needs we can transform the data in structured data, or we can output it also as unstructured data. This approach gives great flexibility in serving data to the end-users. The component that we will use is called data lake analytics.

![Figure 3. Diagram of Lambda architecture with data lake and data warehouse](image-url)
For the speed layer, we will use the streaming analytics component, as this is excellent in terms of supporting standard SQL language, supports vertical partitioning and can write to more than one output at the same time.

Before we send data to the users, we will use the data warehouse component, as this is where our end data will be processed and stored. This represents a combination of two different systems we try to combine, to have the best result from both data systems [5].

To implement this solution, we will first set up an event hub, which will act as an IoT input point, which will receive information from the AirVisual website.

First, we test the API of AirVisual, so we are sure to set the right call from the event hub using an API testing tool.
After having an input data source, we will set up a streaming job, where we set a source for our streaming job.

For each of our data sources, we will set the output of this component to a data lake store.

For the batch processing, we will use a data lake analytics, where we will be doing the processing of our data. At the end of each processing of data, we will be having an output flat files, in this case in CSV (Comma-separated values) format.

Just go a little bit back to our first step of loading the data, let’s examine the data we are interested in. This important to show how we integrate this into the existing lambda architecture we have created. The data is coming in JSON (JavaScript Object Notation) format.
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Figure 9. JSON structure of raw data

```
status: "success"
data:
  city: "Tuzla"
  state: "Federation of BA\n  country: "Bosnia Herzegovina"
  location:
    type: "Point"
    coordinates:
      0: 10.6707
      1: 44.5405
  current:
    weather:
      ts: "2019-12-03T12:00:00.000Z"
      tp: 3
      pr: 1026
      hu: 80
      ws: 1
      wd: 0
      ic: "03d"
  pollution:
    ts: "2019-12-03T14:00:00.000Z"
aqius: 97
mainus: "p2"
aqicn: 49
maincn: "p2"
```

So, as we can see on the JSON result above, we need to have a value for pollution "aqius" - AQI value based on US EPA standard [6].

Based on this data, we have structured our U-SQL query as it follows:

```
DECLARE @InputDirectory string = "\SourceData\{FileName}.csv";  //source files
DECLARE @OuputDirectory string = "\OutData\Pollution.csv";  //output file

@RawData=
  EXTRACT City string,  
    Aqi int,  
    TS DateTime
  FROM @InputDirectory
  USING Extractors.Csv(skipFirstRows:1);

@OutputData =
  SELECT City,  
    SUM(Aqi) as TotalAQI  
  FROM @RawData  
  GROUP BY City;  
  OUTPUT @OutputData TO @OuputDirectory USING Outputters.Csv();
```

Figure 10. U-SQL for batch processing
When it comes to the data warehouse, we will be using a tool called PolyBase [1]. With the PolyBase approach, we will set the source of our queries using a table that is dynamically connected with underlying flat files. Then we can use a query that we can use to merge the results from these outputs of batch processing and speed processing, following a lambda architecture design process flow.

As we are doing implementation on the Azure platform, we are using an Azure Synapse Analytics (formerly known as SQL Data Warehouse). When working with the Cloud applications, then security is one of the key prerequisites. We will be setting an OAuth2 authorization framework [7] as this is the best security option when working with cloud applications and web applications in general.

![Image](image1.png)

**Figure 11. OAuth credential generation**

Then it is quite straightforward to implement these credentials within our data warehouse.

```sql
create database scoped credential azureDataLakeCredential
with
identity='c1f50f01-8b2f-475f-bb65-6e75d9c97f42@https://login.microsoftonline.com/TenantId',
secret='f50f01-8b2f-475f-bb65-6e75d9c97f42',

create external data source DataLake
with
(type=hadoop,
location=’adl://datalakebidataflow.azuredatalakestore.net’,
credential=azureDataLakeCredential)
```

**Figure 12. Usage of generated OAuth credentials**

What is important to know, that we can separate the level of access to individual objects into the data lake. We can allow read to some objects as CSV files in our case and we can even allow higher-level permissions, depending on the scenario we would like to implement. This resembles in granular functionality where we can have great control over the security in general.

Here we see the implementation of the PolyBase data lake source file query, where we propagate the location on to the Hadoop system. With this approach, we can use a data warehouse as a central point for the serving layer in our lambda architecture.

Based on this we will get data to the end-users. We can use various tools to analyze this data and excel...
NEW APPROACH OF STORING AND RETRIEVING LARGE DATA VOLUMES

with data connectors presents a powerful solution as it is easy to use and rich with data analyzing features.

As it can be seen from the graph, here is shown data that is coming simultaneously and data that is being processed in batches. This way, we don’t miss out on the data while waiting for being processed and served to the client or user service.

CONCLUSION

This paper has shown how to implement the approach of lambda architecture into the latest technologies while combining the best features from big data and standard database models. Presented re-

Figure 13. Server layer output query with data lake and data warehouse

Figure 14. Reporting analytics for end users
search explains how advanced it is possible to go in the term of getting the most out of the data processing while keeping data integrity and minimizing the time of response, from the input data to the serving the data to the end-users. Also, as people as a society in general, are moving into cloud and internet applications in every segment of everyday lives, this paper has demonstrated how to implement big data solutions in terms of data consistency while keeping the focus on the security as one of the important factors as well.
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