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Summary: The purpose of this paper is to identify factors that had an influence on bilateral trade flows among the CEFTA countries with special emphasize: 1) on the role of CEFTA agreement and its preceding network of bilateral free trade agreements, and 2) on the role of institutions in facilitating intra-regional trade. In order to assess the impact of these variables on trade, we employed an augmented gravity model based on panel data of the CEFTA countries in fifteen years period (2000-2014). The results of the research suggest that there was a positive and statistically significant role of the CEFTA agreement on trade between its parties but the influence of the preceding bilateral free trade agreements was even higher. Results also showed that institutions can play an important role as trade facilitators, but mainly in the importing country while in the exporting country only three of six variables showed to have a positive sign.
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1. INTRODUCTION

The network of bilateral free trade agreements between countries of the region of South-East Europe has been replaced by a single free trade (and investment) agreement in December 2006 by signing of the so-called CEFTA 2006 agreement (Central European Free Trade Agreement)\(^2\). After the accession of Bulgaria and Romania to the EU in 2007, and

---

1 The paper has been awarded with the runner-up award by the Research Unit on South Eastern Europe at the London School of Economics (LSEE) and CEFTA Secretariat in the framework of the CEFTA-LSEE Best Paper competition “CEFTA in 10 years on: its contribution to the CEFTA economies” on the occasion celebrating 10 years of the CEFTA agreement.  
http://www.lse.ac.uk/LSEE-Research-on-South-Eastern-Europe/Assets/Documents/Publications/Annual-Newsletter/2017-LSEE-Newsletter-FINAL.pdf (page 5)

2 Original CEFTA Agreement previously existed between countries of the Central Europe but ended by their membership in the European Union. The “new” CEFTA Agreement remained under the same name differing from the previous one by adding a year of 2006, and is often used as a phrase “CEFTA 2006”.

---
Croatia in 2013, CEFTA 2006 today consists of 7 signatories: Albania, Bosnia and Herzegovina, Macedonia, Moldova, Serbia, Montenegro and UNMIK/Kosovo. All tariff barriers were thus removed while removal of non-tariff barriers is still carried out in the framework of CEFTA 2006. What is particularly important is that CEFTA trade agreement mostly complies with the rules of the WTO (World Trade Organization) and the EU trade rules, although some of these countries are not members of the WTO. However, WTO membership is a precondition for accession to the EU which is an ultimate goal of all CEFTA countries.

CEFTA 2006 is a project of the European Union aimed at strengthening of economic cooperation, but also at contributing to the lasting peace in the region. Experience of the previous CEFTA agreement showed that trade cooperation on a lower regional level is a good strategy for countries that aspire to become full members of the EU (Herderschee and Qiao 2007).

Trade in the South East Europe was in focus of many researches especially in the context of regional cooperation and free trade arrangements (EBRD 2003; World Bank 2008; Mehić and Babić-Hodović 2011). As regional cooperation in this region, in contrast to Central Europe, lasted several years with different pace of individual countries, authors mainly devoted their analysis to the bilateral trade flows of one country, more likely their home country (Miljovski and Uzunov 2002; Bjelić and Dragutinović Mitrović 2012).

Usage of the gravity model for purposes of intraregional trade in South-East Europe started with Christie (2002) and was followed by many others (Kaminski and de la Rocha, 2003; Bussière et al. 2005; Damijan et al. 2006; Kernohan 2006; Herderschee and Qiao 2007; Trivic and Klimczak 2015), but recently very few analysed especially regional trade cooperation in the framework of the CEFTA 2006 agreement (Begovic 2011). Instead of it, most of the analysed samples have been formed on the basis of author’s preferences only predicting what should or could be happening in the future CEFTA 2006 regional trade cooperation. Thus, Herderschee and Qiao (2007) based on experience of trade cooperation in the Central Europe, predicted rise of intraregional trade among future CEFTA 2006 by 38-49 per cent, as well as the rise of trade with the EU.

As for our knowledge, however, only two papers analysed a quantitative impact of institutional variables on international trade in the region of South-East Europe (Kucharčúková et al. 2010; Adam et al. 2003) still focusing on potential rise of trade based on experience of former-CEFTA and BAFTA countries and not on actual data of all CEFTA 2006 countries.

In that context, the aim of this paper is twofold: 1) to assess the impact of CEFTA 2006 agreement and its predecessor free-trade bilateral agreements on the expansion of intra-regional trade, and 2) to assess direction and quantitative specific impact of certain variables of institutions/governance on bilateral trade between CEFTA 2006 parties.

Institutions and institutional environment in this paper are most simply defined as the “rules of the game” and are proxied by the concept of Governance as their core element. The rationale behind the assumption that good governance can enhance international trade is in the view that good institutions reduce transaction costs and uncertainty related to trade across borders while ineffective governance can produce costs higher than tariffs or other trade barriers. Six variables of governance in our analysis include: voice and accountability, political stability, government effectiveness, regulatory quality, rule of law and control of corruption. Governance and its sub-components are measured by the World Governance Indicators produced by Kaufman et al. (2010) and supported by the World Bank. Econometric estimation is based on augmented gravity model and bilateral trade flows.
Thus the main hypothesis that we test in the research states that CEFTA 2006 agreement enhanced trade among its parties. Auxiliary hypothesis directs our attention to test the statement that better institutional environment of individual countries (or good governance) opens potential room for trade expansion.

2. REVIEW ON INSTITUTIONS: DEFINING INSTITUTIONS AND THEIR ROLE IN INTERNATIONAL TRADE

Institutions and institutional quality have gathered a great attention of many authors, researches and studies, especially after Douglas North had established a well-known concept of institutions and institutional environment. Relying mostly on his definition, various authors explored a role of institutions in economic growth and development (Hall and Jones 1998; La Porta et al. 1998; World Bank 1998; Rodrik et al. 2002; Dollar and Kraay 2003; Knack and Keefer 2005; Eicher and Leukert 2009; Acemoglu and Robinson 2010). For these authors, institutions are regarded as one of the main determinant of economic growth and development, beside physical and human capital accumulation and technological change (Rodrik et al. 2002). So what are institutions?

North explained institutions in his capital work “Institutions, Institutional Change and Economic Performance” in 1990 for which he won the Nobel Prize in Economics. North and other authors of the New Institutional Economics (NIE), define institutions “as the rules, regulations (humanly devised constraints) that structure political, economic and social interaction; they consist of both: formal rules - constitution, laws, property rights, and informal constraints - sanctions, taboos, customs, tradition and codes of conducts” (North 1990, 3). Organization or individuals are entities which devise and implement these institutions. Institutional environment comprises institutions and an enforcement mechanism. World Bank, following the path of New Institutional Economics defines institutions “as formal and informal rules and their enforcement mechanisms that shape the behaviour of individuals and organizations in the society (World Bank 1998, 11). One practical definition of institutions is given by Lin and Nugent (1995, 2306-2307) who define institutions as a set of humanly devised behavioural rules that govern and shape the interactions of human beings, in part by helping them to form expectations of what other people will do.

The late 1990s was the period in which institutions have moved to the heart of the debate on economic development. In parallel with the growth of role of institutions in academic research, their importance was especially highlighted and understood in the period of institutional change in newly formed transition economies (North 1997). Important conclusion of scholars who explored a role of institutions in transition process is that institutions do change over time (Campos 2000), which means that they are rather dynamic factor of the economic growth. In other words, there is an ample room for policy choices in attempt to create good institutional context in one country.

There is a growing trend of research of the role of institutions in international trade, beginning with pivotal work of Anderson and Marcouiller (2002), followed by Babetskaia-Khukharchuk and Maurel (2004), de Groot et al. (2004), Jansen and Nordås (2004), de Groot et al. (2005), etc.

The rationale behind this assumption is that good institutions or good governance reduce uncertainty costs and transactional costs related to the cross border trade. Bad institutions represent a likely barrier to trade of the same relevance as tariffs and quotas. These “unobserved” barriers to trade are often related to incomplete or asymmetric information and uncertainty in exchange (de Groot et al. 2004).

According to Anderson and Marcouiller (2002, 342) “corruption and imperfect contract enforcement dramatically reduce international trade“. In other words, high transactions costs related to insecure exchange considerably hamper trade across borders.
These authors tested the hypothesis that insecurity constrains trade by raising the price of traded goods. Using a very valuable gravity model with institutional quality data, authors proved: 1) that by lowering transactions costs, institutional support for secure exchange significantly increases trade, 2) share of total expenditure devoted to traded goods declines as income per capita rises, and 3) answering the question why high-income countries trade disproportionally so much among themselves, authors concluded it is because these countries also have strong institutions that support trade which is relatively unhampered by security-related transaction costs (Anderson and Marcouiller, 2002, p. 351).

By using a gravity model developed in Hausman and Taylor (1981), Babetskaia-Khukharchuk and Maurel (2004) estimated potential for trade increase between the Commonwealth of Independent States (CIS) and the EU. Gravity equation in their model encompassed institutional variables in terms of property rights, share of black market and corruption, while the estimation also included joining Russia to the WTO and potential of trade increase in that context. Authors concluded that there is a surely positively role of institutional variables on trade increase while, the vice-versa relationship is also evident – trade openness impacts institutions and these two are interrelated. In the context of WTO membership, they argue that the membership itself does not provide trade increase and better integration into the world market if good institutions are not enforced.

De Groot et al. (2004) on the rich sample of 175 countries, using the gravity model based on bilateral trade flows, also proved substantial impact of institutions on international trade. They found that overall increase in institutional quality of one standard deviation from the mean leads to an estimated increase of 30–44% in bilateral trade. Moreover, authors estimated also a specific impact of certain governance variables on trade and found for example, that lower corruption, accounts for 19–34% extra trade. Similarly to Anderson and Marcouiller (2002), authors showed that “high-income countries support high quality institutional systems that reduce transaction costs”, which could be a possible solution for the missing theoretical explanation why rich countries trade more (de Groot et al. 2004, 115). Apart from this, with self-constructed dummy variable of institutional similarity, they estimated that with a cut-off criterion of two standard deviations, similarity raises trade by an estimated 13%.

On a very rich sample of countries using a cross-section analysis, focus of Dollar and Kraay (2003) was on the impact of institutions and trade on difference in growth rates among countries. Authors concluded that in the long run, more trade and good institutions go hand in hand with rapid growth rates, while in the shorter period it is very hard to assess a specific impact of each individual variable on growth. However, using institutional quality variables of a various kind - from rule of law, property rights, number of revolutions, political freedom - to number of people killed in wars, Dollar and Kraay in their mainstream paper indirectly proved that countries with better institutions also tend to trade more.

Duc et al. (2008, 96) started their paper saying that “good institutions and good governance are crucial for international trade”. However, authors in their analysis included only two specific and according to them, very important aspects of governance - democracy and corruption. Using the gravity model on the sample of 145 countries and 20,880 bilateral trade flows authors raised some doubts on positive impact of good governance on international trade as they found the following: 1) institutional proximity does not reduce trade costs in every case/pair of countries, 2) thus, two democratic countries do not trade more between each other compared to less democratic countries, while 3) reverse is true for the fight against corruption – countries with less corruption tend to trade more between them.

Similarly, Dutt and Traca (2010) analysed effects of corruption of custom officials on trade but only in the context of tariff rate level. They empirically proved that corruption

---

4 Overall institutional quality is measured by average of World Governance Indicators produced by Kaufmann et al. (2002) and comprises six components which will be explained further in this paper.
hampers trade in the framework of low tariffs but when tariffs are quite high, corruption can have trade-promoting effect. This is very valuable policy related to conclusion in the context of our countries where level of regulatory protectionism is relatively low, thus we could expect for our model to show positive impact of lowering corruption on intra-regional trade.

By using a gravity model with OLS, De Groot et al. (2005) assessed quantitative impact of institutions and institutional proximity on the sample of around 109 countries dividing them in two broad groups - OECD and non-OECD countries. Data on institutions are proxied with *World Governance Indicators* and six dimensions of governance put into one overall score. Moreover, authors calculated also a dummy variable for institutional quality between each country pair in their sample. First, authors proved that good governance positively influence trade – both – statistically and economically; second, following their previous work, authors proved that richer and wealthier countries, especially OECD countries trade more and econometric explanation for this, as they calculated, comes from institutions – countries that respect “rules of the game” decrease insecurity and transaction costs and trade with them becomes more profitable.

Using also a gravity approach and three of six governance indicators found in Kaufmann et al. (2002) database - Government Effectiveness, Rule of Law and Control of Corruption, Jansen and Nordås (2004) found that good governance has a positive impact on overall trade flows in terms of countries’ openness, while reduction of tariffs has no statistical impact on openness to trade. Furthermore, authors proved that quality of institutions has a significantly positive impact on bilateral trade flows. But when controlling for “infrastructure” variable, model showed somewhat surprising results of no statistical significance between institutions and bilateral trade flows. Thus, authors suggest more research to be done in order to come to a firm conclusion on institutions-trade relationship.

### 3. HOW TO MEASURE INSTITUTIONS? OR IMPORTANCE OF GOVERNANCE

Maybe the best way to answer this question is to determine which are the data and variables that indicate a quality of institutions. In the theoretical and empirical work of scholars and researchers, several data sources and indicators become more frequent as measures of institutions:

1) Aggregate index of governance called *World Governance Indicators*, supported by the World Bank, stemming from Kaufmann et al. (1999) and Kaufmann et al. (2010) composed by six sub-indices: voice and accountability, political stability, government effectiveness, regulatory quality, rule of law and control of corruption. The last publication included variables for 215 economies and measures the quality of institutions (better to say governance) from 1996 to 2014. In the empirical works, these governance indicators are used in Beck and Laeven (2005); Rodrik (2000); Dollar and Kraay (2003); Jansen and Nordas (2004); de Groot et al. (2004); de Groot et al. (2005); Zhuang et al. (2010); Trivic and Petkovic (2015);

2) *International Country Risk Guide* developed by Political Risk Service in 1980 which monitors political, economic and financial risk. Some of the variables include measures of institutional quality such as government repudiation of contracts, risk of expropriation, corruption, law and order, and bureaucratic quality. These were used in empirical works of Knack and Keefer (1995); Hall and Jones (1998); La Porta et al. (1998); Campos (2000); Dutt and Traca (2007); Duc et al. (2008);

3) *Index of Economic Freedom* developed by Heritage Foundation; composite index consists of several indices such as property rights, freedom from corruption, business

---

5 However, authors have not explained why they used only three of six variables found in *World Governance Indicators* and have not explained the difference between the three ones used in terms of policy implications.
freedom, monetary freedom, trade freedom, labour freedom, financial freedom, investment freedom, fiscal freedom and government spending; authors while exploring institutional quality usually use some of the components (freedom from corruption or property rights) of this composite index; it is used in Babetskaia-Khukharchuk and Maurel (2004); de Groot et al. (2005);
4) Economic Freedom of the World developed by Fraser Institute;
5) Corruption Perception Index developed by Transparency International.

Some authors like Campos (2000), World Bank (1994; 1998), Beck and Laeven (2005); Dollar and Kraay (2003); Rodrik (2000) in their analysis of institutional quality put emphasize on one of its elements and that is governance. As Acemoglu (2008, p. 1) states “governance refers to essential parts of the broad cluster of institutions”. Truly, in the comprehensive World Bank book on governance from 2008 Governance, Growth and Development Decision-Making, leading authors of institutional economics (North, Acemoglu, Rodrik and Fukuyama) reflected on governance as the central part of institutional building in one society.

Governance can be defined in various ways. According to some of its first definitions, governance is defined as the manner in which power is exercised in the management of a country's economic and social resources for development (World Bank 1992, 1). Similarly, OECD (2001, 28) defines governance as “the exercise of authority in government and the political arena”. Kaufmann et al. (2010, 4) define governance as traditions and institutions by which authority in a country is exercised.

By Acemogly (2008, p. 1) there are three elements of governance: 1) political institutions of a society (the process of collective decision-making and the checks on politicians, and on politically and economically powerful interest groups), 2) state capacity (the capability of the state to provide public goods in diverse parts of the country), and 3) regulation of economic institutions (how the state intervenes in encouraging or discouraging economic activity by various different actors).

Very similarly to these three aspects of governance, Kaufmann et al. (2010) developed six measures of governance, belonging to three broad areas mentioned above, which are used in this research.

Table 1. Six measures of governance in World Governance Indicators Dataset

<table>
<thead>
<tr>
<th>A) The process by which governments are selected, monitored, and replaced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Voice and Accountability (VACC)</strong></td>
</tr>
<tr>
<td>2. <strong>Political Stability (PS)</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B) The capacity of the government to effectively formulate and implement sound policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. <strong>Government Effectiveness (GE)</strong></td>
</tr>
<tr>
<td>4. <strong>Regulatory Quality (RQ)</strong></td>
</tr>
</tbody>
</table>
C) The respect of citizens and the state for the institutions that govern economic and social interactions among them

<table>
<thead>
<tr>
<th>5. Rule of Law (ROL)</th>
<th>Captures perceptions of the extent to which agents have confidence in and abide by the rules of society, and in particular the quality of contract enforcement, property rights, the police, and the courts, as well as the likelihood of crime and violence.</th>
</tr>
</thead>
<tbody>
<tr>
<td>6. Control of Corruption (COC)</td>
<td>Reflects perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as capture of the state by elites and private interests.</td>
</tr>
</tbody>
</table>

Source: World Governance Indicators 2014

4. DATA AND METHODS

In order to assess an impact of both CEFTA 2006 agreement and institutional changes that were taking place in the CEFTA countries we employed a gravity model of international trade. This model has been frequently used since 1960s due to its high explanatory power. The first concepts formed by Tinbergen (1962), Pöyhönen (1963) and Linneman (1966) referred to the Newtonian gravity in physics. A theoretical background of the gravity model of international trade was formed over a decade later with the works of Anderson (1979), and then Bergstrand (1985), Helpman (1981) and Helpman and Krugman (1985). Nowadays the gravity model is a developed tool used mostly for assessing impact of different potential factors on trade and estimating trade potential.

In this research we worked on panel data of CEFTA countries in fifteen years, 2000 – 2014. The beginning of this period was limited by the availability of the institutional data. The fifteen years period seems long enough to capture the impact of the investigated factors, though.

In the gravity model explanatory variables belong to one of two categories, named after the Newtonian model “a mass” and “a distance”. The first category encompasses all country-specific variables, like GDP or population. In our research six institutional variables specific for either exporter or importer were also representing this group. All country-pair specific variables belong to the latter category, “distance”. They can be further divided into six main groups or types of “distance” (see Klimczak 2014): 1) physical, 2) economic, 3) political, 4) communicational, 5) cultural and 6) historical type.

In this research we employed an augmented gravity model in a log-linearized form, with the dependent variable being the value of export in a certain year to a certain CEFTA country. In the standard part of the model, GDPs of both exporter and importer were estimated, as well as distance between their capital cities. We also added a relatively short number of other “distance” variables, as presented in the Table 2. Apart from the distance between capital cities, physical distance was also represented by a frequently used BORDER variable, which captures effects of contiguity. A common official language is also a very popular variable, reflecting easiness of communication between trading partners. We used however a much more sophisticated index developed by Klimczak (2014) and used in Trivić and Klimczak (2015) which takes into account shares of the main spoken languages (not only the official ones) and also similarity between them. The latter feature is very important when measuring communication easiness between the CEFTA countries, where languages are often very similar and in the same time officially different. Further on, a difference in GDP per capita was employed as a proxy of difference in economic development of the countries.

\[ \text{Due to lack of comparable data UNMIK/Kosovo was not taken into account.}\]

\[ \text{In the literature there can be also found value of import or overall bilateral trade as dependent variables.}\]
Finally, the last two variables represented political distance. FTA represented bilateral free trade agreements, which CEFTA countries signed in the period 2000 – 2005. They were then replaced by the CEFTA 2006 agreement, a continuation of the process of regional integration (see Molendowski 2010).

Table 2. Additional distance-type variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type of a “distance”</th>
<th>Description</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>BORDER</td>
<td>physical</td>
<td>Bilateral variable taking the value of “1” when countries share a common border</td>
<td>Geographical atlas</td>
</tr>
<tr>
<td>LANG</td>
<td>communicational</td>
<td>Index representing probability that two randomly chosen individuals will be able to communicate, weighted by similarity of languages</td>
<td><a href="http://www.ethnologue.com">www.ethnologue.com</a></td>
</tr>
<tr>
<td>PERCAP_DIFF</td>
<td>economic</td>
<td>Difference in GDP per capita</td>
<td>UNCTAD</td>
</tr>
<tr>
<td>FTA</td>
<td>political</td>
<td>Binary variable taking value of “1” in instances when countries have a free trade agreement</td>
<td>different sources</td>
</tr>
<tr>
<td>CEFTA</td>
<td>political</td>
<td>Binary variable taking value of “1” in instances when in both countries the CEFTA agreement is in force</td>
<td><a href="http://www.cefta.int">www.cefta.int</a></td>
</tr>
</tbody>
</table>

Source: own concept

On the other hand, six institutional variables which were taken directly from the World Governance Indicators (see Table 1) were added to the model one by one in order to assess the impact of broadly understood institutions on the intra-regional trade of the CEFTA countries. Including all the six variables together would cause collinearity problem, so such a model was not estimated.

Finally, the estimated model took the following form:

\[
\log(\text{EXP}_{ijt}) = \alpha + \beta_1 \log(\text{GDP}_X_{it}) + \beta_2 \log(\text{GDP}_M_{jt}) + \beta_3 \log(\text{DIST}_{ij}) + \\
+ \beta_4 \text{BORDER}_{ij} + \beta_5 \text{LANG}_{ij} + \beta_6 \log(\text{GDPpc-Diff}_{ij}) + \\
+ \beta_7 \text{FTA}_{ij} + \beta_8 \text{CEFTA}_{ij} + \beta_9 \text{INST}_X_{it} + \beta_{10} \text{INST}_M_{jt} + \epsilon_{ijt}, (1)
\]

where \(\text{EXP}_{ijt}\) = export from \(i\) to \(j\) in year \(t\); \(\text{GDP}_X_{it}/\text{M}_{jt}\) = country’s \(i/j\) GDP in year \(t\); \(\text{DIST}_{ij}\) = great circle distance between capital cities of countries \(i\) and \(j\); \(\text{BORDER}_{ij}\) = adjacency of \(i\) and \(j\); \(\text{LANG}_{ij}\) = communication easiness between \(i\) and \(j\); \(\text{GDPpc-Diff}_{ij}\) = difference of GDP per capita between \(i\) and \(j\) in year \(t\); \(\text{FTA}_{ij}\) = free trade agreement between \(i\) and \(j\); \(\text{CEFTA}_{ij}\) = functioning CEFTA 2006 agreement between \(i\) and \(j\); \(\text{INST}_X_{it}/\text{M}_{jt}\) = one of the six institutional variables for exporter/importer; \(\alpha\) = constant; \(\beta_{1-10}\) = coefficients; \(\epsilon_{ijt}\) = error term. The symbols \(\text{INST}_X_{it}/\text{M}_{jt}\) stand for variables: \(VA\) = Voice and Accountability; \(PS\)
5. RESULTS AND DISCUSSION

The obtained results showed a positive impact of the Central European Free Trade Agreement on the intra-regional trade. The values of the coefficient ranged from 0.24 to 0.56 and in five out of six specifications they were statistically significant at 1% level. Unsurprisingly, higher values of the coefficients were recorded by FTA variable, which reconfirmed our previous findings (Trivić and Klimczak 2015). Apparently, the bilateral agreements based on which countries of the region lowered majority of their tariff barriers prior to signing the CEFTA agreement had a higher impact on trade values.

The second finding of this research was that institutions can play an important role as trade facilitators, but mainly in the importing country. When referring to importer, all institutional variables had a positive impact, the coefficient values ranged from 0.27 to 4.35, and in three cases they were statistically significant. Unexpected results were obtained for institutional variables in the exporting country, as half of them showed a negative impact.

Coming to specific institutional variables, in the case of Voice and Accountability, Political Stability and Government Effectiveness positive and significant (apart from PS) coefficients of their values in the importing country were in a contrary to their negative and not significant values in the exporting country. It could be interpreted in the way that it is much harder to export if there is a lack of democracy or an ineffective government in the importing country. On the other hand, coefficients of Regulatory Quality showed relatively high values in the case of both partners. In the importing country it was statistically significant, proving that it is hard to export if the quality of the importer’s regulations is low. Just the opposite result was obtained for Rule of Law. It suggested that Rule of Law must be applied in the exporting country in order to let it export effectively. However, in the case of the importer the value of the coefficient was also positive and relatively high. Unexpectedly, Control of Corruption seems not to play the main role in the institutional aspects – coefficients for both exporter and importer were positive, but insignificant.

Finally, all other variables in all six models had expected signs and all except for BORDER were statistically significant. In a short overview, the typical “masses” of trading partners – their GDPs – influenced positively their bilateral trade, with the exporter’s GDP value being more important. On the other hand, the higher the physical “distance” between countries, the lower the trade. Sharing a common border, as mentioned earlier, didn’t have almost any impact on trade. The easiness of communication between citizens of trading countries seems to be a very important trade factor. The complex index which was used took into account the mostly spoken languages and their similarity, and showed a very high impact.

---

8 This was the year of a sharp downturn of the GDP, exports and imports in all the CEFTA countries.
on trade. Expectedly, difference in economic development impeded trade, to a relatively small extent, though.

Table 3. Estimation results for the random effects model

<table>
<thead>
<tr>
<th>Institutional variable:</th>
<th>Voice and Accountability</th>
<th>Political Stability</th>
<th>Government Effectiveness</th>
<th>Regulatory Quality</th>
<th>Rule of Law</th>
<th>Control of Corruption</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>-10.82*** (3.36)</td>
<td>-10.24*** (3.31)</td>
<td>-8.72** (3.54)</td>
<td>-11.37*** (3.38)</td>
<td>-9.21*** (3.14)</td>
<td>-10.34*** (3.27)</td>
</tr>
<tr>
<td>GDP_E</td>
<td>1.55*** (0.19)</td>
<td>1.44*** (0.18)</td>
<td>1.46*** (0.21)</td>
<td>1.35*** (0.19)</td>
<td>1.27*** (0.18)</td>
<td>1.42*** (0.19)</td>
</tr>
<tr>
<td>GDP_M</td>
<td>1.06*** (0.19)</td>
<td>1.21*** (0.18)</td>
<td>0.93*** (0.21)</td>
<td>1.10*** (0.19)</td>
<td>1.10*** (0.18)</td>
<td>1.17*** (0.19)</td>
</tr>
<tr>
<td>DIST</td>
<td>-1.05** (0.41)</td>
<td>-1.06*** (0.40)</td>
<td>-1.12*** (0.41)</td>
<td>-0.95** (0.42)</td>
<td>-1.11*** (0.38)</td>
<td>-1.04*** (0.40)</td>
</tr>
<tr>
<td>BORDER</td>
<td>0.06 (0.47)</td>
<td>0.03 (0.46)</td>
<td>0.08 (0.48)</td>
<td>0.25 (0.48)</td>
<td>0.34 (0.44)</td>
<td>0.11 (0.47)</td>
</tr>
<tr>
<td>LANG</td>
<td>3.97*** (1.06)</td>
<td>4.04*** (1.02)</td>
<td>4.04*** (1.06)</td>
<td>4.12*** (1.06)</td>
<td>3.76*** (0.98)</td>
<td>3.92*** (1.03)</td>
</tr>
<tr>
<td>GDPpc_DIFF</td>
<td>-0.10* (0.05)</td>
<td>-0.08 (0.05)</td>
<td>-0.09* (0.05)</td>
<td>-0.13** (0.05)</td>
<td>-0.12** (0.05)</td>
<td>-0.09* (0.05)</td>
</tr>
<tr>
<td>FTA</td>
<td>0.60*** (0.15)</td>
<td>0.68*** (0.14)</td>
<td>0.62*** (0.14)</td>
<td>0.60*** (0.14)</td>
<td>0.54*** (0.15)</td>
<td>0.64*** (0.15)</td>
</tr>
<tr>
<td>CEFTA</td>
<td>0.54*** (0.11)</td>
<td>0.56*** (0.12)</td>
<td>0.49*** (0.12)</td>
<td>0.24 (0.16)</td>
<td>0.36*** (0.13)</td>
<td>0.54*** (0.12)</td>
</tr>
<tr>
<td>INST_X</td>
<td>-1.86 (1.33)</td>
<td>-0.20 (0.80)</td>
<td>-0.92 (1.29)</td>
<td>2.28 (1.52)</td>
<td>3.75*** (1.43)</td>
<td>0.37 (1.22)</td>
</tr>
<tr>
<td>INST_M</td>
<td>4.15*** (1.33)</td>
<td>0.27 (0.81)</td>
<td>4.35*** (1.29)</td>
<td>3.69** (1.52)</td>
<td>2.21 (1.43)</td>
<td>1.32 (1.23)</td>
</tr>
</tbody>
</table>

No. of observations: 446  446  446  446  446  446
S.E. of regression 1.36  1.35  1.39  1.35  1.31  1.36

Notice: * significant at 10%; ** significant at 5%; *** significant at 1%

Source: Own calculations

The robustness of the results was checked in order to confirm whether they hold in different model specifications. The institutional variables were not taken into account in order not to multiply all results in this section by six (number of institutional variables). The model was estimated as pooled data, with fixed and with random effects. Coefficients of almost all variables in all three specifications of the model – *pooled*, FE and RE – kept the same signs, with the only one exception being CEFTA in the FE model. The sign of its coefficient changed to negative, although it was insignificant.
Table 4. Estimation results for pooled, fixed effects and random effects model, in two specifications

<table>
<thead>
<tr>
<th>Model:</th>
<th>pooled</th>
<th>FE</th>
<th>RE</th>
<th>pooled no leverage crisis and trend</th>
<th>FE no leverage crisis and trend</th>
<th>RE no leverage crisis and trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>const</td>
<td>-6.87*** (1.85)</td>
<td>-46.19*** (6.00)</td>
<td>-10.73*** (3.39)</td>
<td>-6.47*** (1.93)</td>
<td>-51.06*** (8.34)</td>
<td>-10.65*** (4.10)</td>
</tr>
<tr>
<td>GDP_E</td>
<td>1.12*** (0.09)</td>
<td>3.70*** (0.56)</td>
<td>1.47*** (0.18)</td>
<td>1.11*** (0.09)</td>
<td>3.96*** (0.65)</td>
<td>1.47*** (0.22)</td>
</tr>
<tr>
<td>GDP_M</td>
<td>0.94*** (0.09)</td>
<td>2.31*** (0.56)</td>
<td>1.26*** (0.18)</td>
<td>0.92*** (0.09)</td>
<td>2.59*** (0.65)</td>
<td>1.23*** (0.22)</td>
</tr>
<tr>
<td>DIST</td>
<td>-0.75*** (0.24)</td>
<td>n/a</td>
<td>-1.08*** (0.42)</td>
<td>-0.81*** (0.25)</td>
<td>n/a</td>
<td>-1.08*** (0.50)</td>
</tr>
<tr>
<td>BORDER</td>
<td>0.22 (0.22)</td>
<td>n/a</td>
<td>0.00 (0.47)</td>
<td>0.16 (0.22)</td>
<td>n/a</td>
<td>0.01 (0.58)</td>
</tr>
<tr>
<td>LANG</td>
<td>5.09*** (0.51)</td>
<td>n/a</td>
<td>3.93*** (1.06)</td>
<td>5.14*** (0.51)</td>
<td>n/a</td>
<td>4.02*** (1.30)</td>
</tr>
<tr>
<td>GDPpc_DIFF</td>
<td>-0.12* (0.06)</td>
<td>-0.11** (0.05)</td>
<td>-0.08 (0.05)</td>
<td>-0.10 (0.07)</td>
<td>-0.10* (0.05)</td>
<td>-0.07 (0.05)</td>
</tr>
<tr>
<td>FTA</td>
<td>1.05*** (0.20)</td>
<td>0.08 (0.16)</td>
<td>0.67*** (0.14)</td>
<td>0.94*** (0.22)</td>
<td>0.09 (0.17)</td>
<td>0.52*** (0.15)</td>
</tr>
<tr>
<td>CEFTA</td>
<td>0.57*** (0.15)</td>
<td>-0.08 (0.16)</td>
<td>0.55*** (0.11)</td>
<td>0.41 (0.26)</td>
<td>0.00 (0.17)</td>
<td>0.27 (0.17)</td>
</tr>
</tbody>
</table>

No. of observations: 446 446 446 440 446 446
S.E. of regression 1.31 0.78 1.35 1.31 0.78 1.35

Notice: * significant at 10%; ** significant at 5%; *** significant at 1%. Source: Own calculations

As mentioned earlier, in the pooled model influential observations were diagnosed. After omitting them, a CRISIS variable and a time trend were added. Again, all coefficients kept their signs, the coefficient of CEFTA in the FE model showed 0.00 value. Thus, it can be assumed that the results of the first estimation were robust.

6. CONCLUSIONS

In our research we employed the augmented gravity model and analysed which factors determined intra-regional trade in the CEFTA 2006 region for the fifteen years period from 2000 to 2014. The focus of our research was to determine the impact of CEFTA 2006 free trade agreement and institutions/governance on bilateral trade flows in the CEFTA countries. The presented results of our analysis proved the main working hypothesis which stated that CEFTA 2006 agreement enhanced trade among its parties. However, our gravity model revealed that free-trade bilateral agreements preceding CEFTA had a higher quantitative impact on trade values. As previously showed in Trivić and Klimczak (2015), this was not so surprising result because the majority of tariff barriers in the region were removed within the framework of these bilateral trade agreements. Policy implication of these findings suggests that for the future, the main benefits from the CEFTA 2006 would come from the removal or
decreasing of the most important non-tariff barriers, which some researches proved to be the major obstacle in intra-regional trade (Bjelić 2013; OECD 2012).

Because bad institutions or bad governance could represent important informal barrier to trade, as they may raise price of the traded goods or services due to higher transaction costs, the second aspect of our research was to answer the question: “do institutions matter for trade?”. The results of the research showed that, at least for this region, institutions do matter for trade, but to a different extent, depending on the trade side – importer or exporter.

All six aspects of governance that were measured in the research proved to have a positive sign for the importing country. On the other hand, as for the exports, only three out of six variables proved to have a positive sign - Regulatory Quality, Rule of Law and Control of Corruption - which was more or less an expected finding. However, the estimated value of the coefficient standing by the Control of Corruption had no statistical significance which was in a contrary to results of Dutt and Traca (2010) and Duc et al. (2008).

However, similarly to Duc et al. (2008) we discovered that institutional proximity does not necessarily reduce trade costs in every case, as some of the governance variables proved to have positive signs and statistical importance for the importing but reverse signs for the exporting country and vice versa. For example, we found that in the case of Voice and Accountability, Political Stability and Government Effectiveness positive and significant values of their coefficients in the importing country were in a contrary to their negative and not significant values in the exporting country. This leads us to a conclusion that if there is a lack of good institutions from these three aspects of governance in the importing country, it is much harder to export to such a country.

Among all six variables, Regulatory Quality showed relatively highest values in the case of both, importing and exporting country and in the importing country it was also statistically significant. This leads to a conclusion that it is hard to export to a country if the ability of its government to formulate and implement sound policies and regulations is low.

A similar conclusion can be drawn for the variable Rule of Law as one of the most analysed governance variables but from a perspective of the exporting country. As it proved to be statistically significant in the exporting country, this suggests that Rule of Law must be applied in the exporting country in order to let it export effectively. Indirectly, it shows that in order to become more competitive in the foreign markets, government must work on good rules in society, and in particular on the quality of contract enforcement and property rights, as suggested in Rodrik (2000).

Control of Corruption proved to be with no statistical significance, although with a positive sign for both, exporter and importer. Intuitively, from its positive coefficient, it seems that lowering corruption could lead to a higher trade but corruption in some of its special aspects, in this region still may serve as a trade promoting factor as officials in the region are accustomed to be “donated”.

Finally, besides concluding that good governance does matter for trade, our paper opened a broader question which governance variables or which institutions matter for trade. As for the informal barriers to trade in terms of bad governance, we still need an additional analysis in order to precisely determine stable conclusions on certain aspects of governance and their impacts on intra-regional trade. This opens the room for further research on institutions – trade relationship. Moreover, it would be interesting to assess how much CEFTA contributed, not only as trade facilitator but also as the framework of institutional harmonisation and institutional approximation in the region. At least for now, we can firmly say that lowering formal trade barriers, as was the case with CEFTA 2006 agreement, has helped to boost the trade.
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