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Abstract: This paper presents a system for reliable collection, filtering, and processing of data from a LoRa Meshtastic decentralized 
network, developed for use in remote areas with weak or no mobile network coverage. The core idea stems from the need to enable 
efficient exchange of small data packets at intervals, without relying on expensive and often unavailable internet infrastructure. 
The key innovation lies in the implementation of the Meshtastic gateway concept, which provides internet access via HTTP 
requests, while the developed database model ensures continuity and reliability of data transmission. Data arriving in the network 
as unstructured messages are extracted using regular expressions, transformed into JSON format, and sent to the visualization 
platform Grafana, while simultaneously being stored in a local database for later queries, research, and analysis. The system’s 
reliability is further enhanced by introducing a two-layer acknowledgment mechanism (Meshtastic ACK_APP and remote API 
application-level ACK), as well as an offline mode that logs undelivered messages and their causes through flags and error records. 
This ensures resilience to data loss and enables seamless operation continuation after connection interruptions.
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Introduction
The Internet of Things (IoT) has in recent years 

become a key technology in areas such as industrial 
automation, smart cities, agriculture, and environ-
mental monitoring. The fundamental idea of IoT sys-
tems is the collection and processing of data through 
a network of sensors and their transmission to re-
mote platforms where analysis and visualization take 
place.

However, in practice, a major problem arises, most 
of these systems depend on a stable and continuous 
internet connection, which is not always achievable 
in remote or infrastructure-limited areas.

The challenge is particularly evident in applica-
tions that require only periodic transmission of small 
amounts of data. In such cases, maintaining a perma-
nent mobile or fixed internet connection represents 
an unnecessary cost and reduces the overall cost-ef-

fectiveness of the system. This creates a gap between 
real-world needs and existing commercial solutions. 
As a response to this challenge, a system was devel-
oped that combines the LoRa [1] Meshtastic network 
and a multiplatform application for data collection 
and processing. Unlike LoRaWAN solutions, which 
require a centralized gateway and a connection to a 
provider’s network, Meshtastic uses a mesh topology. 
This means that each node in the network functions 
both as an endpoint and as a repeater, achieving re-
silience to interruptions and eliminating dependence 
on a single central point. In this way, the system can 
operate completely offline, without the need for in-
frastructure support.

The role of the developed application is to receive 
data from the Meshtastic network, perform filter-
ing, and transform it into a structured JSON format. 
Since a large number of non-system and auxiliary 

December 2025        Journal of Information Technology and Applications        85



JITA 15(2025) 2:85-92 DAnIel MenIćAnIn, eT Al.

messages appear in the network, regular expressions 
(regex) are used to extract only relevant data from 
predefined senders. The filtered data is then writ-
ten to a local database and simultaneously sent to 
the Grafana [2] visualization platform via HTTP API 
calls. This ensures dual security, data is available in 
real time and permanently stored locally for further 
analysis. Figure 1 shows the Grafana interface used 
for data visualization.

Figure 1. Visualization of collected data using the Grafana 
dashboard

The key contribution of the system lies in the im-
plementation of reliability and redundancy mecha-
nisms. The Meshtastic network provides delivery 
confirmation within the protocol itself (ACK_APP), 
while the application further utilizes HTTP responses 
from remote APIs. In case of internet disconnection, 
all data is automatically stored in the local database 
with a clearly marked status “undelivered” and an 
associated error reason. When the connection is re-
stored, the system automatically performs synchro-
nization and retransmission, eliminating the possibil-
ity of data loss.

A special quality of the developed solution lies in 
the fact that the application is cross-platform, devel-
oped in the Dart/Flutter environment, and runs on 
Windows, Linux, and Android operating systems. This 
provides high flexibility of use from server operation 
in office environments, through field monitoring on 
laptops, to mobile deployment on Android devices.

Based on the problem identified and the proposed 
solution, this work seeks to answer the following re-
search questions:

1. How can IoT systems ensure reliable and cost-
effective data transmission in environments 
with limited or no internet infrastructure?

2. To what extent can a decentralized LoRa-based 
mesh network (Meshtastic) serve as a viable 
alternative to traditional LoRaWAN or cellular 
solutions?

3. How effective is regex-based filtering in ex-
tracting relevant sensor data from a noisy, un-
structured message stream?

4. What level of reliability and redundancy can be 
achieved through hybrid local and remote data 
handling, especially during intermittent con-
nectivity?

5. How does a cross-platform gateway applica-
tion contribute to the practical deployment 
and scalability of offline-capable IoT systems?

Methods and materials
The architecture of the developed system is de-

signed to integrate all the key layers required for 
reliable data collection, processing, and distribution 
in environments where internet infrastructure is un-
available or not economically viable.

At the base level of the system are sensors con-
nected to ESP32 microcontrollers. These devices 
are responsible for collecting measurement values, 
formatting them into key–value pairs, and preparing 
them for transmission. The messages then enter the 
LoRa Meshtastic network, which represents the com-
munication layer of the system. Thanks to its mesh 
topology, the network is self-sustaining and allows 
messages to be dynamically routed through multiple 
nodes until they reach their destination.

When messages reach the node connected to the 
application, the data processing layer begins. The ap-
plication retrieves all incoming messages from the 
network via serial communication and filters them 
using regular expressions. After filtering, the data is 
transformed into JSON format, making it standard-
ized and ready for integration with remote services 
or storage in the local database.

In the third layer, data distribution and storage 
take place. The data is sent to the remote Grafana ser-
vice via HTTP API calls, while simultaneously being 
written into the local database. The database does 
not serve merely as passive storage, it actively par-
ticipates in system functionality by enabling analyti-
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cal queries and reconstruction of historical events. 
A special feature is the flag-based record marking 
mechanism: if data is not successfully delivered to the 
API, it remains in the database marked as “undeliv-
ered” with the corresponding error reason recorded, 
ensuring complete transparency. Figure 2 shows the 
data flow diagra m of the system architecture.

Figure 2. LoRa Meshtastic Gateway System – Data Flow 
Diagram and Acknowledgment Structure

One of the key aspects of the system architecture 
is the implementation of a two-layer message deliv-
ery confirmation mechanism.

At the protocol level, the Meshtastic network en-
sures message receipt confirmation through the 
ACK_APP port number. On top of this, an additional 
application layer is implemented, where the remote 
API server returns an HTTP response indicating the 
success of data processing. This combination allows 
the system to maintain a clear record at all times of 
whether a message has been successfully delivered 
and acknowledged.

If an internet connection interruption occurs, the 
application continues to operate smoothly in offline 
mode, during which all data is stored in the local da-

tabase and marked with an error flag. Once the con-
nection is restored, the application automatically 
retries transmission and synchronizes the database 
with the remote service.

Furthermore, the system architecture has been 
extended to include two operational modes of the ap-
plication: server mode and client mode.

Figure 3 shows the application in server mode.

Figure 3. Meshtastic Gateway - Server mode

In server mode, the application assumes a central 
role. It serves as the point where complete data pro-
cessing is performed, including filtering, transforma-
tion into JSON format, database entry, and transmis-
sion to Grafana. This mode of operation implies that 
the server application maintains the main instance of 
the database and functions as a gateway between the 
Meshtastic network and the internet [3]. In this way, 
the server mode enables integration of the entire sys-
tem with external analytical tools and ensures cen-
tralized real-time monitoring of all network nodes.

In client mode, the application operates in a sim-
plified configuration. It does not process or store 
data directly but instead sends queries through the 
Meshtastic network to the main application running 
in server mode and retrieves results from the data-
base. This allows remote users, those without direct 
internet access, to obtain information about the sys-
tem’s status. The client mode extends the concept of 
decentralization by enabling access to data even in 
situations where the client does not have a connec-
tion with the server through a traditional network, 
but exclusively via the Meshtastic network. This 
functionality is particularly important for field opera-
tions, where operators or researchers can monitor 
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data on their computers or mobile devices, while the 
main server remains located in a secure environment 
with constant power supply and internet access.

The visual and user interface component of the 
application has been carefully developed to ensure 
intuitive operation in both modes. The Dashboard 
provides an overview of all active nodes and key sys-
tem metrics, while the configuration section allows 
users to enter all parameters necessary for operation 
(node IDs, names, API keys, and color categorization). 
A significant feature is the integration with the data-
base through the application interface, which enables 
users to explore and query data locally without con-
necting to remote services. Application settings, such 
as theme selection or automatic connection to the 
first available node upon startup, further simplify us-
age in field conditions.

By combining server and client modes, the sys-
tem architecture provides complete flexibility and 
achieves a balance between centralized processing 
and decentralized access. In this way, the developed 
solution gains characteristics that surpass traditional 
IoT implementations: the system becomes simulta-
neously robust, scalable, and adaptable to diverse op-
erational conditions.

The developed application is designed to give us-
ers full control over system operations and access to 
all collected data, with special attention paid to inter-
face clarity and usability. Its functionalities are orga-
nized into several modules that together form a sin-
gle, intuitive tool for managing distributed IoT nodes.

At the core of the application is the Dashboard, 
which serves as the system’s operational center. On 
this screen, users can view all active nodes, their basic 
parameters, and statuses. For each node, data such as 
identification number, name, and the latest received 
data set are displayed, along with availability indica-
tors. Special attention has been devoted to presenting 
the overall “health” of the system. Users can monitor 
node availability, message loss rates, transmission 
delays, and general communication status. The Dash-
board also includes the status of the local database 
and the remote API, allowing users to see in real time 
whether data is successfully transmitted to the ana-
lytical platform or held in a waiting state due to inter-
net issues. 

Visual alerts notify users of critical events such as 
network interruptions, API connection loss, or sud-

den drops in node battery voltage and capacity. This 
enables quick assessment of the entire system and 
timely response to any problems. 

The second segment of the application is the Node 
Configuration Module, where all parameters neces-
sary for data monitoring and processing are defined. 
For each node, it is possible to enter its SENDER ID, 
a name for easier identification, and an API key [4] 
that enables communication with remote services. In 
addition, Node ID values are assigned, which are used 
on the visualization platform side, along with color 
labels that categorize nodes within the interface to 
improve clarity in more complex systems.

This section provides full control over the integra-
tion of new nodes, while the flexibility of the module 
allows for easy addition, modification, or removal of 
devices from the network.

Figure 4 shows the configuration interface for the 
nodes.

Figure 4. Configuration interface for the nodes

The third functional unit of the application relates 
to database operations, implemented through the 
Query Module. Here, users can explore and analyze 
historical data stored in the local database. The data 
can be filtered by time intervals, sender identity, or 
type of measurement. This functionality enables us-
ers to generate reports and perform analyses even 
when the internet is unavailable or when remote ser-
vices are not operational. In this way, the database is 
not merely a passive element of the system but be-
comes an active tool for exploring and evaluating all 
collected values.

The Settings Module forms the fourth functional 
unit and is designed to adapt the application’s opera-
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tion to user needs and specific conditions. It allows 
for theme selection to improve visibility under vari-
ous lighting environments and the activation of an 
auto-connect option that links to the first available 
node on the serial port at startup, significantly sim-
plifying field operations. This section also provides 
fine control over security settings, including the ac-
ceptance of self-signed SSL certificates when working 
with private or test API services.

Another important part of the application is the 
About section, which provides a summary of essen-
tial information about the application and its authors. 
This section serves as an overview of the basic docu-
mentation and metadata, giving users insight into the 
software version and providing contact information 
for technical support.

All system functions are integrated into a single 
application that combines monitoring, configuration, 
and data analysis. This unified design provides users 
with a practical and reliable tool for managing and 
supervising distributed IoT systems.

In distributed IoT systems that rely on LoRa and 
Meshtastic networks, message loss and communica-
tion interruptions represent real challenges. There-
fore, the developed solution places particular empha-
sis on reliability and redundancy. Mechanisms are 
implemented across multiple layers, from the trans-
port layer managed by Meshtastic to the application 
layer and local data storage.

Figure 5 shows the Meshtastic logger, which reads 
the data transmitted by a node via the COM port.

Figure 5. Meshtastic logger

The ACK [5] mechanism within the Meshtastic 
network represents the first layer of reliability. Each 
transmitted message can receive an acknowledgment 
(ACK) from the next node, ensuring that the data has 
been successfully forwarded within the network, 
even if it has not yet reached the final application. 
This level of confirmation is particularly important 

in mesh topology, where messages may be routed 
through multiple intermediate nodes. If an ACK is 
not received, the message is retransmitted, thereby 
reducing the likelihood of data loss due to transient 
interference.

Building on this, an application-level ACK is im-
plemented, originating from the remote API after an 
HTTP request. While Meshtastic confirms only that the 
message has successfully traversed the network, the 
HTTP response provides information about whether 
the data was actually received and recorded by the ex-
ternal service, such as Grafana, as shown in Figure 6.

Figure 6. Grafana

If the remote server returns an error or fails to re-
spond within the expected time, the application logs 
this event and marks the message as “undelivered.”

To ensure data redundancy, every message, wheth-
er successfully sent to the API or not is recorded in 
the local database. If external transmission fails, the 
message is flagged as “undelivered,” and the reason 
for failure (unavailable internet connection, timeout, 
or API response error) is stored. This provides a com-
plete record and enables straightforward debugging 
and post-analysis. [6]

When the internet connection is restored, auto-
matic synchronization is triggered. The application 
identifies all messages marked as “undelivered” and 
resends them sequentially to the remote API until a 
positive ACK is received. This mechanism effectively 
eliminates the risk of permanent data loss and allows 
the system to continue operating seamlessly even af-
ter prolonged network interruptions.

Such a multi-layer reliability approach makes the 
solution suitable for real-world scenarios where com-
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munication disruptions are frequent, such as remote 
rural areas or industrial environments. [7]

Results
The developed system was implemented through a 

combination of hardware and software components, 
where ESP32 microcontrollers with attached sensors 
formed the foundation for data collection, while the 
LoRa Meshtastic network provided the communica-
tion layer. The software part included an application 
developed in the Dart/Flutter environment, a parser 
for data filtering and transformation, and a local da-
tabase in which all messages were stored along with 
their delivery statuses. This created a self-sustaining 
mechanism capable of operating under various net-
work conditions.

In the first phase of testing, the system operated 
under stable conditions with a constant internet con-
nection. Sensor nodes sent data at 10-second inter-
vals, and the application processed and forwarded 
them to the remote API. The latency from the mo-
ment of data generation on the sensor to its display in 
Grafana averaged 1.2 seconds. During several hours 
of continuous operation, no data loss was recorded, 
confirming that the system functions flawlessly in 
ideal network conditions.

Next, the system was tested in scenarios involv-
ing internet connection interruptions. During peri-
ods lasting between five and thirty minutes without 
connectivity, all data were smoothly recorded in the 
local database, marked as “undelivered,” and supple-
mented with metadata about the cause of the error. 
Once the connection was restored, the application 
automatically performed resynchronization and for-
warded all messages to the remote API. The results 
showed that no data were lost, and the local database 
allowed complete event reconstruction and precise 
tracking of the time each error occurred.

The network’s performance was also tested with a 
ten nodes. Nodes were included, periodically sending 
data to simulate a more complex system. The appli-
cation’s parser successfully filtered out around 35% 
of the traffic generated by Meshtastic in the form of 
auxiliary and non-system messages, so only relevant 
data from defined senders proceeded for processing. 
Despite the increased communication volume, the 
application maintained stable operation, with no net-
work congestion or message loss observed.

The local database proved to be not only essential 
for maintaining system integrity but also invaluable 
for data analysis. Queries such as extracting all data 
for a specific node within the last 24 hours or search-
ing for voltage values above a defined threshold were 
executed in under 100 milliseconds. This confirmed 
that the database serves not merely as a passive layer 
but as an active tool for real-time exploration of his-
torical data.

The user interface demonstrated clarity and us-
ability during practical testing. The Dashboard pro-
vided a clear overview of active nodes and key system 
metrics, while the Configuration Module offered flex-
ibility in assigning API keys, identification numbers, 
and visual markers.

The Query Module proved especially valuable 
in offline mode, enabling report generation directly 
from the local database without the need for internet 
access. Features such as automatic connection to the 
first available node upon startup were particularly 
useful in field conditions, where speed and simplicity 
are crucial.

The research results confirm that the system pro-
vides stable and reliable performance. Under stable 
network conditions, the average latency was 1.2 sec-
onds, no data loss occurred in any scenario, and around 
35% of non-system traffic was effectively filtered out. 
The network successfully handled the load of ten 
nodes, and the local database enabled fast analytical 
queries with response times below 100 milliseconds. 
The main limitation remains the low bitrate of LoRa 
communication, making the system optimal for small 
amounts of data transmitted at periodic intervals.

Discussion
The evaluation of the implemented system indi-

cates that the integration of a LoRa Meshtastic mesh 
network with a locally hosted data processing and 
storage application constitutes a viable and reliable 
solution for Internet of Things (IoT) deployments in 
environments with limited or intermittent internet 
connectivity. The system architecture, based on de-
centralized communication and dual-layer reliability 
mechanisms, demonstrated robustness in various 
test scenarios, including network interruptions and 
increased communication load.

A significant contribution of the proposed solu-
tion lies in its ability to operate autonomously in 
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offline conditions. The introduction of a two-layer 
acknowledgment mechanism, protocol-level ACKs 
via the Meshtastic network and application-level ac-
knowledgments from HTTP API responses, ensured 
data integrity across all stages of transmission. In 
cases of connection loss, data packets were securely 
stored in a local database, appropriately flagged as 
undelivered, and subsequently synchronized upon 
reconnection. This redundancy model significantly 
reduces the risk of permanent data loss and supports 
system resilience in real-world conditions.

In comparison to conventional IoT architectures, 
particularly those based on LoRaWAN, the presented 
solution eliminates the dependency on centralized 
gateways and service provider infrastructure. The 
adoption of a mesh topology ensures fault tolerance 
through dynamic rerouting and enables flexible de-
ployment in areas with challenging topography or lim-
ited access to power and network infrastructure.[8]

Furthermore, the implementation of server and 
client operational modes enhances system scalability 
and decentralization, allowing field users to access 
critical data via the Meshtastic network without di-
rect access to the internet.

Although effective in many cases, the LoRa tech-
nology still has several built-in constraints. The re-
stricted data rate and narrowband communication 
capacity limit the applicability of the system to use 
cases involving low-volume and periodic data trans-
mission. While this makes it suitable for scenarios 
such as environmental monitoring, agriculture, or re-
mote infrastructure supervision, it is not applicable 
in contexts requiring high-throughput data exchange 
or multimedia support.

Another notable constraint pertains to message 
parsing and data filtering. Although the system effec-
tively utilizes regular expressions to eliminate non-
system and auxiliary traffic, future iterations may 
benefit from the implementation of more adaptive 
parsing methods, such as machine learning-based 
classification or context-aware filtering, particularly 
in larger and more heterogeneous networks.[9]

Potential directions for future development in-
clude:

1.	 Optimization of performance in high-density 
node environments,

2.	 Support for alternative or parallel visualization 
platforms,

3.	 Implementation of real-time network topology 
mapping,

4.	 Enhancements in data security, including en-
cryption and authentication layers,

5.	 Remote management and over-the-air firm-
ware updates for sensor nodes.

Overall, the system demonstrates a high level of 
operational stability, adaptability, and practical value 
in field deployments. The modular software architec-
ture, real-time visualization integration, and effective 
handling of intermittent connectivity represent key 
advancements in the design of resilient and cost-ef-
ficient IoT systems.

These findings suggest that the proposed ap-
proach provides a sustainable foundation for the fur-
ther development of decentralized sensor networks 
tailored to infrastructure-limited environments.[10]

Conclusion
The developed system demonstrated that the 

combination of a LoRa Meshtastic network and an 
application for filtering, transforming, and distribut-
ing data can provide a reliable and cost-effective in-
frastructure for IoT applications in areas with weak 
or no mobile network coverage. Thanks to the mesh 
topology and the ability of each node to function si-
multaneously as both a transmitter and a repeater, 
the network ensured resilience to interruptions and 
stable message transmission.

Meanwhile, the application contributed by elimi-
nating non-system data, standardizing the content 
into JSON format, and enabling integration with re-
mote services such as Grafana.

Testing confirmed that the system operates suc-
cessfully even in conditions with internet connection 
interruptions, as the local database assumes the role 
of maintaining system integrity. The delivery con-
firmation mechanisms at both the network and ap-
plication levels guaranteed that no data were lost, 
while later resynchronization ensured consistency 
between the local database and the remote API. A 
key advantage of the solution lies in its flexibility, the 
same system can be used in server mode, as a cen-
tral point for processing and visualization, or in client 
mode, where remote users can access data through 
Meshtastic even without an internet connection.

The system’s limitations are primarily related to 
the capacity of LoRa technology, which is suitable for 
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small amounts of data transmitted periodically but 
not intended for applications requiring high through-
put. Nevertheless, in scenarios involving intermittent 
and low-volume transmissions, such as environmen-
tal monitoring, agriculture, remote industrial site 
supervision, or smart city applications in poorly con-
nected areas, the developed solution provides an op-
timal balance between reliability, simplicity, and cost-
effectiveness.
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