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Abstract: What we demonstrate here is a nonlinear goal-programming (NGP) algorithm based on hybrid connection of the 
modifi ed simplex method of goal programming, gradient method of feasible directions and method of optimal displacement 
size fi nding-called HNGPM. Iterative methodology is given in fi ve steps: (1) linearization the set of nonlinear constraints 
at particular point, (2) solving the problem of normalized linear goal programming, (3) feasible direction computation, (4) 
calculating optimal step length displacement, and (5) testing out convergence problem. Our idea was to apply Euler’s theorem 
for the “total” linearization of the nonlinear constraints (in the space) around particular point. According to Euler’s theorem, 
it is possible to apply this methodology to solve the problems of NGP whether the nonlinear constraint functions are linearly 
or positively homogeneous.

Keywords: Non-linear goal programming, Cobb- Douglas’s production function, Euler’s homogeneous function theorem, 
feasible directions method

INTRODUCTION

Here we use multi-objective optimization (also 
known as multi-objective mathematical program-
ming) where the set of feasible solutions is not ex-
plicitly known in advance but it is restricted by con-
straint functions. Here we concentrate on nonlin-
ear multi-objective optimization where at least one 
function in the problem formulation is nonlinear 
and ignore approaches designed only for multi-ob-
jective linear programming problems where all the 
functions are linear. In multi-objective optimization 
problems, it is characteristic that no unique solution 
exists but a set of mathematically equally good solu-
tions can be identifi ed. Th ese solutions are known 
as non-dominated, effi  cient, non-inferior or Pareto 
optimal solutions.

Typically, in the Multicriteria Decision Making 
literature, the idea of solving a multi-objective opti-
mization problem is understood as helping a human 
decision maker (DM) in considering the multiple 
objectives simultaneously and in fi nding a Pareto op-

timal solution that pleases him/her the most. Th us, 
the solution process needs some involvement of the 
DM in the form of specifying preference informa-
tion and the fi nal solution is determined by his/her 
preferences in one way or the other. In other words, 
a more or less explicit preference model is built from 
preference information and this model is exploited 
in order to fi nd solutions that better fi t the DM’s 
preferences.[1]

Goal programming (GP) has proved to be an ef-
fective approach in facilitating decisions involving 
multiple objectives. Distinct from many other math-
ematical programming techniques, goal program-
ming is able to overcome many limitations present 
in solving both single and multiple criteria problems.

Th e objective function of GP is minimization 
of positive and/or negative deviations from a set of 
goals determined by decision maker. Due to the fact 
that preventive priority and numerical diff erential 
weights are used, the diffi  culty of a priori estimation 
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of a single objective is avoided. Besides, other multi-
ple criteria decisions making requires approximation 
of weights for obtaining an objective function. How-
ever, the task of rank ordering some priority goals in 
goal programming is much easier for decision maker 
than assigning weights, because it approximates the 
actual decision making process.

Instead of determining an optimal solution in the 
manner of linear programming (LP), solutions based 
on GP satisfy ordinal priorities assigned to the goals. 
Th ese solutions clearly point out: which goals can or 
cannot be achieved, the amount of underachieve-
ment connected with every unachieved goal, and the 
tradeoff s among the goals, so called Pareto optimum. 

When comparing with the other management 
science techniques, GP could be characterized as a 
practical oriented application tool. It means direct 
help for decision makers, as well as eff ort for decreas-
ing strict requires in ordering structural priorities in 
one form, which most of known multiple criteria 
methods of deciding are already familiar with.

In managing practice, we consider great number 
of problems as linear, but if we try to get to the base 
of problem, it will be discovered that they are nonlin-
ear, and linearity is just an approximation. In prob-
lems of non-linear programming (NLP) the linearity 
could be subject either in constraints or in function 
criteria, or in both. 

At LP the sphere of possible solutions character-
izes convex set created on cut of the fi nal number of 
linear constraints, so the possible problem solution is 
only the fi nal number of extreme points. However, 
when at least one constraint is nonlinear equation, 
existence of no fi nal number of extreme points is pos-
sible, or the solutions are located in no convex area, 
so there are many possible solutions of one problem. 
In many cases, there is no guarantee that the fi nal 
solution generated by nonlinear goal programming 
(NGP) algorithm is the optimal solution unless cer-
tain conditions for the shape of the objective func-
tion and structural constraints are satisfi ed. 

Nowadays, the great number of diff erent methods 
for NLP solving problems is developed. One of the 

special group methods are numerical solving meth-
ods, in which the most important place takes meth-
ods of so called direct search, and then the gradient 
method.

In order to develop an algorithm for solving NLP 
models where Cobb-Douglas type nonlinear con-
straints exist, we have constructed one new gradi-
ent NLP algorithm with feasible directions methods 
built in, methodology named HNGP (Hybridized 
Non-linear Goal Programming). Th is methodology 
is based on linear GP algorithm and feasible direc-
tions methods. Using Euler’s Homogeneous Func-
tion Th eorem, HNGP makes linear each nonlinear 
homogeneous constraints function in the area of 
some particular point. [2]

METHODOLOGY CONSTITUENTS

Th e problem of nonlinear goal programming 
(NGP) can be expressed in the following way: 
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Where xj are decision making variables, d i
 -   and 

di
+ represent negative and positive deviation variables 

from the goals (underachievement and (overachieve-
ment), respectively. Th e gij are coeffi  cients of linear 
portions of goals (constraints (2), aij are coeffi  cients of 
structural constraints (3), hij are coeffi  cients of non-
linear portions of goals (2), and eij are components. 
Th e ci and bi are constraints of right side in (2) and 
(3) respectively. 

Pl in objective function (1) is preventive priority 
factors, so the following is valid: 

Pj >>> Pj+1 for all j = 1, 2, . . . , k.
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Th e highest priority is indicated by P1, the next 
highest by P2, etc. Th e wi  are weights assigned to 
some priority factors. Th e model of priorities means 
that P1 is preferred than P2 regardless of any weights 
wi  associated with P2. 

Euler’s homogeneous function theorem
Homogeneous function is a function which has 

an attribute that for any real constant  satisfi es 
F(x,y) = nf(x,y), for a fi xed n. Th en we say that 
function F is homogenous by degree of homogeneity 
of n. If n>0, the function is positively homogeneous; 
if n=1, the function is linear homogeneous.
Example: Th e function 
z = f(x,y) = 3x4+2x2y2+7y4

is homogeneous of degree 4 since
f(x, y) = 34x4 + 24x2y2 + 74y4 = 4(3x4+2x2y2+7y4) 
= 4 ·f(x,y)

If z=f(x,y) is positively homogeneous of degree 
n, and the fi rst-order partial derivatives exist, then it 
can be shown that:

Th at is:
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Th is relation is known as Euler’s homogeneous 
function theorem.

Example: According to Euler’s theorem, for the 
function 

z=f(x,y)=3x4+2x2y2+7y4

it is valid:
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which can be verifi ed as follows:

In majority of up-to-date developed methods 
used for solving NGP problems, the most signifi cant 
one of this very type is the gradient method com-
bined with the feasible direction method [3].  

Th e feasible directions method

Th e defi nition of a feasible direction reads: given 
a feasible point x, a direction vector d, is feasible if 
there exist s>0, so that x+sd is feasible

Th e feasible directions methods have been pri-
marily intended for NGP and they are the iterative 
ones whose solutions in certain iterations have the 
following recursive form:
xp+1 = xp + lpsp(x)   for all  p=1,2,…,m

where sp(x)= s(x0,x1,x2,…,xp) is direction and lp 0 is 
a step size, which is chosen so that:

F(xp + lpsp) F(xp) for all (xp + lpsp)  X, and 0 lp 
1, sp(x)  0,

And where:
X = x  R n,  and conditions (2), (3) and (4) are 
satisfi ed
If lp is chosen in this way, it follows that all points 
between xp and xp+1 are feasible.

Direct search NGP based methods utilize some 
type of logical search pattern or methods to obtain a 
solution that may or may not be the best satisfying 
solution. Th e logic process is based on repeated at-
tempts to improve a given solution by evaluating its 
objective function and/or goal constraints.[4]

Gradient methods use the gradient direction as a 
direction for improving solution, thus defi ning the 
feasible and usable feasible directions, including re-
duction of the nonlinear problem to an approximate 
linear problem which is close to the initial one or 
some other by iterative set solution proceedings.

Th e method is iterative and each iteration starts 
with an initial feasible vector. In great number of it-
eration of the feasible direction method, feasible direc-
tions of improvement (usable feasible directions) are 
determined and a new “better” point is found out in 
that direction. Optimality is achieved when no further 
improvement can be made in any feasible direction.

To calculate the gradient, this method requires 
functions that are continuous and diff erentiable. In 
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order to guarantee convergence of the algorithm the 
gradient method requires that the model constraints 
fi nd a convex set at each goal level while the objective 
function is concave.

Many methods for solving linear or non-linear 
programming problems are developed based on fea-
sible directions method. Th e only diff erence exist in 
extra requirements for fi xing the initial point x0, the 
directions sk, or the step lengths lk.

Th e gradient of Cobb-Douglas’s production 
function
In this case we are particularly interested in a non-

linear function of the Cobb-Douglas type, which 
general form is: 
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where: xi  0, for all i = 1,2,..., n, are independent 
variables, h  R is coeffi  cient, and bi  R are expo-
nents of independent variables. Th is is most similar 
and most frequently applied form of production 
function by which the production is rated in a cer-
tain economy, expressed as a function of labor and 
money investment.

In accordance with Euler’s homogeneous func-
tion theorem conditions, it has to be noted if  f (x1, 
x2, ..., xn) is homogenous of degree r and the initial 
derivatives exist, than it can be shown that is:
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for all xi  0   (6)
are the coeffi  cients of linear constraints calculated in 
particular point xp (denoted as).

HNGP methodology
Th e main idea of HNGPM is that no linearity of 

constraints set, using Euler’s homogeneous function 
theorem, linearize in the neighbor of point xp (fl oat 

feasible solution). Th en, using modifi ed simplex 
linear goal programming method, one could fi nd a 
feasible direction Lp. Subsequently, using one direct 
displacement along the feasible direction step length 
searching procedure, we fi nd out optimal step length 
sp in that feasible direction such is the approximation 
valuation made by linearity in this new point and in 
satisfi ed limits of accuracy. Th is procedure is iterative 
and repeating until the shift made in one of the next 
iterations would be less than of convergence criterion

Algorithm of HNGPM
Algorithm of HNGP is based on hybrid connec-

tion of modifi ed simplex method of GP, gradient 
method of feasible directions, and method of opti-
mal displacement size fi nding. Concerning this prob-
lem, the objective function is linear and only a few 
constraints are nonlinear, the procedure is simplifi ed 
when compared with general convex programming 
problems.

Iterative proceedings are given in six steps with an 
initial step (Step 0) used only at the beginning, i.e. in 
the initial iteration (Picture 1).

Th e initial step sets all vector solution values to 
zero and uses this point as origin x0. In this point 
all nonlinear portions gradient values of the goals 
are equal to zero. Th is reduces the problem of NGP 
(problem of (1) to (4)) to linear approximation solv-
able by the modifi ed simplex method of linear goal 
programming.[3]

Th e fi rst step of an HNGPM algorithm is the 
computation of gradients of all constraints together 
with checking the status of nonlinear constraints 
in order to (if need) defl ect, the gradient of active 
(binding) nonlinear constraints.; to avoid zigzagging, 
which is often possible in solving problems algorithm 
of NLP. Without this defl ecting, the algorithm may 
converge upon a sub optimal point.
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In the second algorithm step we solve normalized 
NGP problem of (1) to (4), that is:

Min F(d) = w P d di l i i
i

n

l

k

( ) 




11
                                 (7)

subject to:

 
(8)

Ai(x) = 



n

j
ijji bxa

1
 (9)

xj, di
-, di

+ 0, di
- di

+ = 0, for all i=1,…,m, j=1,…,n. 
(10)

and where sign g(xp) denotes the gradient of non-
linear constraint function in particular point xp 
calculated by (6). Th at is, nonlinear constraints are 
transformed to linear on the basis of Euler’s theorem 
computed gradient value in point xp (in the initial 
step it was x0). 

In this step linear goal-programming specifi ed prob-
lem (7) to (10) is solved by modifi ed simplex method 
of linear goal programming. Th is method of linear goal 
programming derives the feasible solution xp. 

Th e third algorithm step serves for feasible direc-
tion dp(x) computation:

dp(x) = xp
’ - xp

which has to be “searched” according to the con-
straints and structure of priority in order to improve 
the simplex solution.

In the fourth step, the optimal displacement step 
size of the solution vector is determined by linear 
searching along with feasible direction identifi ed in 
the previous step. In this way, fi rst the structural con-
straints Ai(x) must be satisfi ed and, after that, the goal 
ones, starting from the goal constraint Gi(x) from (2) 
which contains the deviation variable with top prior-
ity (P1) in the objective function of the NGP prob-
lem, minimum deviation in the function criterion, 
and then other priorities in lexicography importance 
order (P2, P3, itd.).

To perform the search and to prevent infi nite 
moving in the cases of unlimited problems, it is nec-
essary to determine the lower and upper displace-
ment limits in feasible direction and unit displace-
ment size (increment) within these limits. 

Th e convergence of this very problem, speed of 
convergence, and other algorithm features depend 
on the choice of vector sp(x) and limits for the step 
size sp. In initial step the lower limit of sp in the algo-
rithm was set to 0 and the upper to 1. If it is neces-
sary it is possible to set them diff erently. Th e unit 
displacement size in the algorithm was set on 0.1 at 
fi rst, but it is possible to increase the search density.

Using these procedures, we defi ne whether the 
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fi rst goal constraint (per priority and not per order) 
is satisfi ed within the initial limits. If it is satisfi ed at 
some short interval [spl, spd], for all spl  0 and spd 1, 
the search for the further goal constraint goes on ex-
clusively within this interval as its satisfaction, in ac-
cordance with Pareto optimality, cannot be sought to 
the detriment of satisfaction of a higher priority goal.

If we during the algorithm search come across 
goal constraint that could not be satisfi ed in limits 
of feasible directions set for previous higher priority, 
then within these limits the algorithm identifi es the 
value of displacement size for which the deviation 
from the subject constraint is the least sp (0 < sp 1), 
we complete the searching and compute the new so-
lution (successor) as follows:
xp+1=xp+spLp(xp)

If all constraints are satisfi ed, then the new solu-
tion is at the same time the optimal solution to this 
very problem.

In the fi fth algorithm step we check the problem 
convergence by previously set small value of the de-
sired level of convergence accuracy -- :
|(xp+1 xp |  for all p = 1,2,…etc.

which means that the problem has converged and 
the algorithm fi nalized its work. Otherwise, the opti-
mum search procedure continues beginning with the 
fi rst algorithm step. 

CONCLUSIONS

Th e idea of linearization of nonlinear constraint 
and solution of nonlinear programming problems is 
not new, because Griffi  th and Stewart (in 1961) fi rst 
suggested that nonlinear problem may be linearized 
around the particular point by expansion as a Taylor’s 
series, ignoring elements of a higher order than linear 
and adding two more restrictions for each nonlin-
ear constraints. In that way, nonlinear programming 
problems have been transformed into a form which 
can be solved by the linear programming methods. 
However, there are other optimal methods which 
can solve programming problems in which nonlinear 
constraints are not Cobb-Douglas type. Yet, among 

them are very small number of nonlinear multi-crite-
rial programming methods, especially goal program-
ming. 

Our idea of HNGP methodology was to apply 
Euler’s theorem for the “total” linearization of non-
linear constraints around the particular point. Th is 
methodology was possible using this very theorem, 
as well as its utilization for solving nonlinear goal 
programming problems. In economic theory, the 
production function is frequently assumed to be lin-
early homogenous, because such functions have con-
venient characteristics. Although HNGPM is a nu-
merical methodology for solving only certain types 
of NGP problems, it could be extended to solve 
other nonlinearly constraints forms. 

In general, HNGPM methodology is used for 
solving nonlinear goal programming problems in 
which constraints are given by other homogeneous, 
continuous and diff erentiable functions. Th e only 
request the algorithm should obey is to do special 
subprograms for computing of nonlinear function 
gradient, and computing vector solution. 

Th e advantage of our approach is unnecessarily 
adding two new constraints in every simplex itera-
tion algorithm for every linearization of nonlinear 
constraint. Another advantage is that linearization 
of nonlinear constraints is more precise, with which 
algorithm along with other necessary conditions of 
convergence the problem solution is found more 
rapidly. 

Th is work shows that with using Euler’s theorem 
it is possible to perform hybrid connection of feasi-
ble directions gradient method with linear goal pro-
gramming method, and create brand new method-
ology. Th ese resultants are opening new possibilities 
for further hybridization of nonlinear goal program-
ming method, and creating new and more eff ective 
methodologies options, as well as setting of interac-
tive programming.                
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