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Abstract: This paper investigates the performance of reactive and proactive routing protocols in a wireless sensor network 
for targeted enviroment. AODV and DSR are chosen as representatives for the reactive routing protocols and DSDV for the 
proactive. A wireless sensor network application for farm cattle monitoring is created. The proposed solution meets a desired 
requirement for periodically observing the condition of each individual animal, processing the gathered data and reporting it to 
the farmer. However, an implementation of a WSN needs to meet particular technical challenges before it can be suitable to be 
applied in cattle management. For this, multiple scenarios are presented with various situations to evaluate the performance 
of routing protocols in the WSNs. Finally, the results concerning data transportation from the mounted sensory devices to the 
mobile nodes are discussed and analyzed. 
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INTRODUCTION

A wireless sensor network (WSN) consists of a 
group of sensor nodes that use radio signals to com-
municate among them. Th ey can send and forward 
packets to other nodes in the network, which means 
that they also act as routers in the network. Th ere are 
usually a large number of nodes in a WSN. Th ey can 
be distributed in arbitrary locations and can move 
independently in any direction. Th e nodes are re-
sponsible for the tracing of the other nodes in the 
network [2].  Th e routing protocols that are used in 
WSN have to be highly dynamic to be able to rapidly 
respond to the topology changes [13].

In this paper, a WSN-based solution for cattle health 
monitoring is investigated. Such a solution would pro-

vide a reliable monitoring system that would allow 
regular assessment of herd health data. A model for 
a WSN based health care system was developed. Th e 
main aim of the research was to establish a routing pro-
tocol that will provide the best performance for this tar-
geted application. For this purpose three diff erent ad-
hoc routing protocols were evaluated: AODV (Ad-hoc 
On-Demand Distance Vector Routing) [11], DSDV 
(Destination-Sequenced Distance Vector) [12] and 
DSR (Dynamic Source Routing) [5]. Th eir functional-
ity was assessed in terms of several performance metrics: 
Packet Delivery Ratio, End-To-End Delay, Normalized 
Routing Load, Total Routing Packets, Generated Pack-
ets, Received Packets, and Dropped Packets.

Th e study presented in this paper examines and 
compares the performance of ad-hoc routing proto-
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cols in a herd monitoring system using simulation 
as an instrument for investigation. Given the very 
high costs of conducting such a research in real set-
ting, simulation is a more feasible method for ini-
tial implementation and evaluation. Th e models can 
be quickly developed, allowing complete access and 
control of their internals. Th e simulator of choice 
was ns-2 which is a discrete event simulator specifi -
cally designed for research of computer networks and 
network protocols [1]. 

Th is paper is organized as follows: Section 1 is the 
introduction to the fi eld of research and the paper 
itself. Section 2 describes the ad-hoc routing proto-
cols background with emphasis to the evaluated pro-
tocols. Section 3 describes the simulation environ-
ment. Section 4 contains the simulation results and 
discussion. Section 5 presents the conclusions.

BACKGROUND

Routing in ad-hoc wireless networks is a task dif-
ferent from routing in wired networks. An ad-hoc 
network does not have a devoted router node so the 
ad-hoc routing protocol runs at each node in the 
network. A routing protocol that operates in an ad-
hoc wireless network cannot rely on wired paths and 
has to deal with mobility, frequent disconnections, 
power source constraints, range limitation etc.

Th ere is a large diversity of proposed ad-hoc rout-
ing protocols. In the early classifi cations they were 
generally categorized as proactive, reactive and hy-
brid. A recent extensive ad hoc routing protocols 
study [3] presents a classifi cation with fi ve more 
categories: location aware, multipath, hierarchical, 
multicast, geographical multicast and power-aware. 
However, the research in this study is performed with 
protocols belonging to the proactive and reactive cat-
egories, since they suffi  ce the needs of this research.

Proactive protocols periodically propagate rout-
ing updates in order to maintain routing information 
from each node to every other node in the network. 
Routes are available at any moment. In contrast, re-
active routing protocols fi nd the path to a node only 
when there are packets to be sent. After a restricted 
period of time, those routes become invalid. 

Ad-hoc On-Demand Distance Routing 
(AODV)
AODV belongs to the reactive protocols category. 

It uses routing tables to maintain route information. 
If there is a node seeking to send a data packet to a 
destination node and there is no established route 
to the destination node, a route discovery process is 
started [6]. During that process several kinds of mes-
sages are exchanged. A Route Request (RREQ) mes-
sage is fl ooded to all the nodes in the network until 
the destination is found or a node with a valid route 
to the destination is found with a sequence number 
that is greater than or equal to the sequence number 
contained in the RREQ. Each node that forwards 
the RREQ creates a reverse route for itself back to 
the initial node. 

When the destination receives the RREQ pack-
et, it sends back a “Route Reply“ (RREP) message 
through the established reverse path. As long as a 
route remains active it will be maintained. A route 
remains active as long as there are packets passing 
through it. After a period of idleness the route will 
time out and will be removed from the routing ta-
bles of the neighboring nodes. During route main-
tenance, if the node discovers that the route to the 
neighbor is not valid, it removes the routing entry 
and sends a “Route Error“ (RERR) message to in-
form the active neighbors that use it. Th is procedure 
is repeated in all the active nodes that will receive the 
RERR message [9, 10]. A route is considered active if 
there are packets that periodically traverse the route. 

Dynamic Source Routing (DSR)
DSR is categorized as a reactive routing protocol. 

It operates through route discovery and route main-
tenance stages. Route discovery is initiated when a 
route to a destination is needed and no known routes 
to that destination exist. A node that needs to send 
packets to a destination node broadcasts a RREQ 
packet to its neighbors. All the nodes that receive the 
RREQ packet do the following: 

1. If the packet was already received, it is discard-
ed;

2. If the address in the RREQ packet is equal to 
its own address, then the packet has reached its 
destination;
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3. If 1) and 2) do not apply, the node adds its 
own address in the list of the visited nodes in 
the RREQ packet and broadcasts the modifi ed 
RREQ packet.

Th e nodes maintain the routes by periodically 
sending packets through them. If a route becomes 
invalid, route discovery is initiated again [4]. 

Destination Sequenced Distance Vector 
(DSDV)
DSDV is a proactive routing protocol based on the 

Bellman-Ford algorithm. Th e main advantage of this 
protocol is that it provides route loop freedom which 
is not the case in the Bellman-Ford algorithm [2, 10].  
DSDV is a table-driven protocol. Every node in the 
network maintains a routing table which contains all 
possible destinations with associated next hop and 
sequence numbers. Th e sequence numbers are used 
to mark the routes. A route with a larger sequence 
number is preferred to a route with a smaller sequence 
number. If two routes have equal sequence numbers, 
then the one with the smaller number of hops is pre-
ferred. If there is an error in a route, its number of 
hops is set to infi nity and the sequence number is in-
creased to an odd number, whereas even numbers are 
reserved for the connected routes. Th e routing table 
is maintained with a periodical exchange of messages 
between the nodes. A node that receives a message will 
update its routing table only if it had received a new or 
a better route. Routing updates are performed periodi-
cally to maintain route consistency. Th ey can be per-
formed through full dumps or by smaller, incremental 
updates. Th e property of constant sending of routing 
table updates creates additional network overhead and 
increases energy consumption which makes DSDV 
less appropriate for highly dynamic networks. 

SIMULATION ENVIRONMENT

Finding ways to improve farming methods and en-
hance animal health care is becoming essential for the 
farming industry [7]. Utilizing a WSN cattle health 
monitoring system would greatly improve and facili-
tate the work at a cattle farm. By adding sensor nodes 
to each animal, the farmer would be able to monitor 
its health parameters without the need to approach it, 
and it would be able to roam freely in the open farm. 

Th e farmer can obtain diff erent evidence about the 
animals: location, distance from the central stables, 
health parameters, hormonal statuses etc. Moreover, 
the system can interconnect the local veterinarians, 
who may receive information about the change in the 
health of the animals and react instantly if needed. 
Th us, a more immediate contact between a farmer and 
a veterinarian would be established. 

In order to obtain information (data, statistics) for 
the performance of the routing protocols, a simulation 
model for ns-2 was built. Hence, the network param-
eters for the simulation in ns-2 are given in (Table 1).

Table 1. Network parameters for the simulation of a farm using ns-2

Parameter Value

Routing protocols AODV, DSDV and DSR

Traffi c type CBR 

Transport type UDP and TCP

Mobility model Random Waypoint

Channel type Channel / Wireless Channel

Radio propagation model Propagation / TwoRayGround

Network interface type Phy / WirelessPhy

MAC type Mac/802_11

Type of interface queue Queue / DropTail/ PriQueue

Data link type LL

Antenna type Antenna / OmniAntenna

Channel capacity 2 Mbps

Packet size 512 KB

In contrast to analytical data gathering, the simu-
lation model will enable the possibilities to test dif-
ferent types of scenarios. Th ese scenarios for the sim-
ulation model refl ect the txypical habitual movement 
of the animals during their daily stay on a farm [7, 
8]. Th e details and the guidelines for the simulation 
were defi ned and set as follows:

• Th e size of the area of the farm ranges from 
1000 m² to 10 000 m²;

• Animal behavior is surveyed during 24 hours.
 º In the barn/stable: 

 - 2 hours of additional feeding and milk-
ing of the cows;

 - Th e feeding and milking occurs twice 
within 24 hours, for example at 06:00 
and 18:00;
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 º In the fi eld: 
 - 1 – 4 hours of slow movement for graz-

ing with average speed of 1-2 meters in 
a minute;

 - 2 – 3 hours of resting and rumination.

During 24 hours:
1. an animal spends in average 40 – 70 minutes 

in stillness in the barn (this is repeated twice);
2. an animal moves every 1 – 4 hours in the fi eld 

in an arbitrary direction and remains station-
ary for a period of 2 – 3 hours. Th is is repeated 
twice during a period of 24 hours;

3. data is collected every 2 hours.

Th e values given in 1. – 2. are averaged and used 
as limitations for the intervals where the random pa-
rameters in the simulations vary. Th e size of the sim-
ulation area is 2000 m². Th ere are 50 equally spaced 
stationary sensor nodes that cover the area and one 
of them is used as a destination node. Th e number of 
mobile nodes is 15, 35 and 75 respectively in three 
diff erent sets of simulations (Table 2).

Table 2.  Area and Node parameters of the simulation

Parameter Value

Farm area 2000 m × 2000 m

Number of stationary nodes 49

Number of destination nodes (barn) 1

Number of moving nodes 15, 35 and 75

Direction of node movement random

Speed of node movement 1.5 m/min

Duration of node movement 2.5 hours

Duration of node’s immobility 2.5 hours

Th e mobile nodes represent the cattle and mimic 
their movements according to the described scenario 
(Table 3). Because the pattern of the activities repeats 
in 12 hours and the cattle spends 1 of those hours 
in the farm and it is on standby, the duration of the 
simulations is set to 11 hours.

Th e main goal of the simulations was to evaluate 
the performance of diff erent routing protocols for 
wireless mobile networks and fi nd out which one will 
be the best suited for use in the application for herd 

monitoring. Th e choice was to test AODV, DSDV 
and DSR.  Every 2 hours data is collected from every 
mobile node to the destination (Table 3). Regard-
ing the possible synchronization of the nodes that 
may occur at that time, random delay to the packet 
sending was introduced and the performance of the 
routing protocols was examined in four diff erent 
schemes, presented in Table 3.

Table 3. Data sending  parameters

Parameter Value

Simulation duration 39600 seconds (11 hours)

Time of packet sending every 7200 seconds (2 hours)

Duration of packet sending 5 seconds

Packet sending schemes 

1. All nodes send packets at the same time

2. Nodes send packets interchangeably, 

spaced with a random time in the interval 

from 0 to 10 seconds

3. Nodes send packets serially

4. Nodes send packets serially with a 5 

second spacing between 

All the tests were repeated 10 times with diff erent 
random initial positions and diff erent random move-
ments of the mobile nodes. Th e analysis of the results 
is based on the averaged measured values obtained in 
the simulations.

Performance metrics
During the simulations, several metrics that re-

veal the routing protocol performance were ob-
served:  

• Total Number of Routing Packets (TNRP) – 
the total number of routing packets;

• Generated Packets (GP) – the total number of 
generated packets;

• Received Packets (RP) – the total number of 
received CBR packets;

• Total Dropped Packets (TDP) – the total 
number of dropped packets;

• Packet Delivery Ratio (PDR) – the ratio of to-
tal number of delivered packets versus the total 
number of sent packets. Th is ratio shows how 
successful the routing protocol is in data deliv-
ery and refl ects its accuracy and reliability, where

PDR =   100
Number of sent packets

Number of delivered packets
(1)
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• Average End-To-End Delay (AEED) – the av-
erage time needed by the data packets to travel 
from the source to the destination. It contains 
the route discovery time and the delay caused 
by queuing in the intermediate nodes. Smaller 
value of AEED means a better routing proto-
col performance. It is calculated using the for-
mula:

where N is the total number of sent packets;
• Normalized Routing Load (NRL) – is the nor-

malized load of the nodes with routing packets 
against data packets. It is calculated as a ratio 
of the total number of routing packets divided 
by the total number of data packets.

A lower value of NRL denotes a better perfor-
mance.

RESULTS AND DISCUSSION

Scenario comparison
A set of simulations was performed for ev-

ery single parameter setting (15, 35 or 75 mobile 
nodes, routing protocol AODV, DSDV and DSR, 
packet sending schemes 1 to 4). Th e tests were per-
formed using TCP for packet transport, because 
the reliability of communication was chosen to be 
a key design factor for our system and TCP pro-
vides guaranteed delivery of packets. Th e simula-
tions for each setting were repeated 10 times with 
diff erent randomization seeds. Th e performance 
metrics were collected and studied. Тhe results of 
the examination and the comparison of the results 
are discussed in terms of the routing protocols.

• AODV performs the best when the nodes send 
packets interchangeably spaced with a random 
time in the interval from 0 to 10 seconds for 
all given values of the number of the mobile 
nodes (15, 35, 75). 

• DSDV gives the best results for 15 and 35 mo-
bile nodes when scheme 2 for packet sending 
is used. For a network with 75 mobile nodes, 

the best outcomes are obtained when the 
nodes send packets consequently with 5 sec-
onds spacing between them (i.e. scheme num-
ber 4 is used). 

• Th e outcome of the tests performed with DSR 
was that it performed the best for a network 
with 15 mobile nodes if scheme 4 was used for 
packet sending. For networks with 35 and 75 
nodes, scheme 2 was the most suited. 

After this analysis was completed, the choice 
was made to execute all further experiments using 
scheme 2 for the packet sending order and collect all 
the performance metrics using this setting, because it 
gives the best overall outcome.

Comparison of performance metrics for 
AODV, DSDV and DSR

Total Number of Routing Packets

Th is parameter refl ects the participation of the 
protocol in the overall communication overhead. It 
is proportionally related to the energy consumption 
and therefore should be kept as low as possible. Fig-
ure 1 represents the comparison of TNRP values for 
AODV, DSDV and DSR for networks with 15, 35 
and 75 mobile nodes. For this metric, DSR shows 
the best results and DSDV shows the worst. 

Number of generated packets as opposed to the 
number of received packets

Figure 2 depicts a comparison of GP and RP val-
ues for AODV, DSDV and DSR for networks with 

NRL =   
Number of routing packets

Number of data packets
(3)

(2)
packetsdeliveredofNumber

cketTimeSentParedPacketTimeDelive
AEED

i

N

i
i )(

1






Number of delivered packets

Figure 1. Comparison of TNRP for AODV, DSDV and DSR for 
15, 35 and 75 nodes
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15, 35 and 75 nodes. It shows that AODV and DSR 
have similar performances, while DSDV has a much 
greater number of generated packets compared to 
the number of delivered packets.

Figure 2. Comparison of GP versus RP for AODV, DSDV and 
DSR for 15, 35 and 75 nodes

Total Dropped Packets

Th e lowest value for TDP is obtained when DSR 
is used in the simulations, which is true in all cases 
with diff erent numbers of nodes. Next comes DSDV 
and the last is AODV which has the biggest number 
of dropped packets. Figure 3 presents the TDP as a 
function of network size for the three protocols.   

Figure 3. Comparison of TDP for AODV, DSDV and DSR for 15, 
35 and 75 nodes

Packet Delivery Ratio

AODV has the highest average PDR in all cases 
and DSR gives results comparable to AODV. PDR for 
DSDV is far below PDR for the other two protocols. 
Figure 4 plots PDR against protocol and network size. 

Figure 4. Comparison of PDR for AODV, DSDV and DSR for 15, 
35 and 75 nodes

Average End-To-End Delay

In all cases in the simulations with networks with 
sizes 15, 35 and 75, mobile nodes DSDV and DSR 
have AEED higher than AEED for AODV. Th e dif-
ference is especially large in the case with 75 nodes. 
Furthermore, AEED for AODV tends to decrease 
with the increase of the network size. Hence, AODV 
shows superior performance compared to the other 
two protocols, which is presented in Figure 5.

Figure 5. Comparison of AEED for AODV, DSDV and DSR for 
15, 35 and 75 nodes

Normalized Routing Load

Th e larger the routing load is, the more the net-
work is burdened with routing packets. Th is leads 
to greater energy consumption of the wireless nodes, 
which is an essential factor in a wireless sensor net-
work. Wireless sensor nodes depend on a limited 
source of energy. For that reason it is very important 
for a routing protocol to have as small routing load 
as possible. In the simulations, the smallest value 
for NRL is obtained when DSR was used. AODV 
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causes larger routing load than DSR. Th e case is sim-
ilar with DSDV, but the diff erence is much greater. 
Figure 6 represents NRL plotted versus protocol and 
network size.

Figure 6. Comparison of NRL for AODV, DSDV and DSR for 15, 
35 and 75 nodes

CONCLUSION

In this paper, a comparison of three routing pro-
tocols in a wireless sensor network for herd monitor-
ing is presented. AODV and DSR were chosen as 
representatives of the reactive group and DSDV was 
chosen as a representative for the proactive group. 
Th e aim was to fi nd which protocol is the most suit-
able for the targeted application. Th e results confi rm 
the expectations based on the theoretical analysis: re-
active routing protocols show superior performances 
to proactive protocols. Th e experimental results indi-
cate that DSR has the smallest routing load and the 
smallest number of lost packets. AODV has slightly 
better packet delivery ratio and smaller average end-
to-end delay. Since energy effi  ciency is a crucial pa-
rameter for wireless sensor networks, it can be con-
cluded that DSR is the most appropriate choice for 
this environment.
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