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Abstract: Computer-based testing, by facilitating the interaction between teaching and learning, can improve the quality of 
learning through improved formative feedback which is a key aspect of formative assessment. This study makes a contribution 
to the research on computer-based testing by examining the mode differences between the paper-and-pencil test and computer-
based test. The previously conducted researches in this area dealt with the students of primary and secondary schools. In those 
researches the points of observation were the students’ successes in mathematics, English and social sciences; no research was 
done in fi eld of programming languages such as C++ with post-secondary students.

The main aim of this study was to fi nd out whether there are differences in the achieved results in two ways of testing: computer-
based testing and paper-and-pencil test. Also, the intention was to detect those characteristics of computer based test, which 
may have a negative effect on students’ achievements. The participants were a representative sample of the population of 
all engineering students studying computer science at Subotica Tech. The fi ndings of this study led the authors to reach the 
conclusion that there are no signifi cant differences in scored results for the paper-and-pencil testing and the computer-based 
testing.
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INTRODUCTION 

Traditional methods of assessment have limited 
capabilities in measuring the learning and progress of 
each student, especially in guiding the study process. 
Th ese methods are particularly inappropriate today, 
when knowledge and the working environment 
change rapidly and complement each other, and the 
ability for independent lifelong learning is becoming 
more than necessary.

Modern technology off ers many possibilities for 
improving the process of education and knowledge 

assessment. Th e history of using computers to per-
form the review process of knowledge begins with 
the 1970s [6]. However, the high price of computers 
at that time and their technical capabilities limited 
their application for testing. Th e progress of tech-
nology enabled the development and application of 
computers for testing in many areas, including the 
education process.

In the system of education, testing and evaluation 
of knowledge is of particular importance. Checking 
and evaluating knowledge enables teachers to deter-
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mine the level to which students adopted the curri-
cula and gained some knowledge and to get feedback 
about their work and applied teaching methods in 
order to improve it.

Th e marks are described as quantitative, numeri-
cal, qualitative, i.e. descriptive and by ranking or 
analytical. Th e criteria for evaluating the success of 
students are type, scope and level of approved knowl-
edge, and skills in relation to what is prescribed by 
the curriculum of post-secondary institutions. In or-
der to test whether evaluation has the proper eff ect, 
it is of great importance for the teacher’s assessment 
of student knowledge to be accurate, objective and 
reliable.

Th e true strength of assessment is refl ected in 
the feedback information to students. Improving 
the quality of the learning process involves not only 
the fi nal determination of student knowledge at the 
end of the course, but more importantly the mea-
surement of achieved knowledge during the course. 
Th ereby students are more strongly motivated by 
their success in learning, they are taking more self-re-
sponsibility in the process of learning, they discover 
their “strong and weak points”, and thus become ac-
tive participants in learning.

Th e wide-spread popularity of computers resulted 
in directing attention to the possible use of comput-
ers in the process of knowledge evaluation. Advan-
tages and benefi ts of this method of assessment and 
knowledge evaluation are various: the time needed to 
review the work of students is signifi cantly reduced, 
there is the possibility of statistical analysis of ques-
tions, cost reduction in comparison with the vali-
dation of knowledge which includes printing tasks, 
the application of multimedia in setting questions, 
the possibility of measuring the time needed for re-
sponse, and increasing the level of security. 

However, all these advantages of computer-based 
testing become irrelevant, if it turns out that the test 
of knowledge with computers has side eff ects for in-
dividuals, i.e. it is not appropriate for all students.

Since there is an increasing number of schools 
in Serbia that have PC laboratory rooms, there is 

a growing interest in computer based assessments. 
However, there is also the ever-present question of 
the value and comparability of the results that are 
attained on computer tests and in the conventional 
way. Th e primary concern is whether the form of test 
delivery aff ects the results achieved by students on 
the test. For example, it is possible that the level of 
skills in computer use aff ects the fi nal result of the 
test when compared with the result of the same test 
but in paper format.

Th e research that was done has an empirical - 
theoretical character. Th e problem into which the 
research was conducted was to investigate, whether 
the delivery of knowledge (computer or paper-and-
pencil test) in the process of evaluation has a statisti-
cally signifi cant impact on the results achieved and 
in increasing the quality of the teaching process. Fol-
lowing the research, students completed the ques-
tionnaire about their attitudes towards this kind of 
knowledge testing, in what way and whether the 
manner of presenting questions (one question or 
several questions simultaneously shown) had any im-
pact on the achieved results.

LITERATURE REVIEW

Th e use of computers in the process of testing be-
gan in the early 1970s. Initially, the technical capa-
bilities of computers and their prices restricted the 
use of computerized tests. With the advantages that 
the new technology provides, this type of testing is 
beginning to develop, and consequently there are a 
number of researches that examine the role and ap-
plication of computers in the process of knowledge 
evaluation.

According to the Guidelines for Computer-Based 
Tests and Interpretations from American Psycho-
logical Association (APA) [2], score comparability 
or equivalence between computer-based tests and 
paper-based tests is defi ned as follows: “Scores from 
conventional and computer administrations may 
be considered equivalent when (a) the rank orders 
of scores of individuals tested in alternative modes 
closely approximate each other, and (b) the means, 
dispersions and shapes of the score distributions 
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are approximately the same, or have been made ap-
proximately the same by rescaling the scores from the 
computer mode.”

Lee and Hopkins [11] in their study found that 
the mean pape  r-and-pencil test score was signifi -
cantly higher than the mean computerized test score. 
Th ey also concluded that only software that allows 
the conveniences of paper-and pencil test, e.g., the 
ability to change answers and the ability to review 
past items, should be used in future applications.

Th e study of Shermis and Lombard [16] exam-
ined the degree to which computer and test anxiety 
had a predictive role in performance across three 
computer-administered placement tests (math, read-
ing, written English). Results showed that age and 
test anxiety were both signifi cant predictors for math 
performance, with lower values on the two variables 
associated with better performance. When reading 
was the outcome variable, age and computer anxiety 
were statistically signifi cant performance predictors, 
with older readers faring better and less anxious in-
dividuals achieving higher scores. No predictors were 
statistically signifi cant for the written English essay.

Nichols and Kirkpatrick [15] explored the impact 
of the mode of presenting the test for the Florida 
state assessment in high school reading and math-
ematics. Th ey found that for both reading and math-
ematics, the mean raw score, mean scale scores, and 
passing rates were slightly higher for paper-and-pen-
cil test (PPT) than for computer-based test (CBT), 
although the mode eff ect was not signifi cant.

Way et al. [19], investigated the comparability of 
paper and online versions of the Texas statewide tests 
in mathematics, reading/English language arts, sci-
ence and social studies at grades 8 and 11. Th e results 
of this study showed that the tests were more diffi  cult 
for the online group than for the paper group.

Keng et al. [9] found that English language arts 
items that were longer in passage length and math 
items that required graphing and geometric manipu-
lations or involved scrolling in the online administra-
tion tended to favor the paper group.

Over the years, the quality of tests that are done on 
the computer has changed, also the student experi-
ence in using computers. Th e study of Kingston [10] 
summarizes the results of eighty-one researches that 
have been done between 1997 and 2007. All these 
studies investigated the comparability of classical test 
and test done on computer. In his study, Kingston 
applied meta-analysis in order to demonstrate if the 
grade (elementary, middle or high schools) or subject 
in which knowledge is checked (English, mathemat-
ics, social sciences) have an impact on the compara-
bility of computerized and traditional tests. Research 
has shown that the grade does not aff ect the compa-
rability of tests, while in the case of the subject it was 
shown that the classical tests have a small advantage 
for math test, while a computerized test of knowl-
edge has an advantage in testing English and social 
sciences.

Th e paper of Wang [18] described the research 
that was done in 2003 in the United States. Th e sub-
ject of study was Stanford Diagnostic Reading Test 
Fourth Edition (SDRT 4) and the Stanford Diag-
nostic Mathematics Test Fourth Edition (SDMT 4), 
each of which has six levels and which are adapted 
for taking on the computer. Th e participants were 
students from U.S. school from second to twelfth 
grade. In this study, 1863 students have done the 
test SDRT 4 and 1774 students the test SDMT 4. 
Th e results gave solid, unambiguous evidence of reli-
ability and comparability of test results SDRT 4 and 
SDMT 4 for all grades and levels of the test, regard-
less of the manner of conducting the test. Diff erences 
in the achieved results based on the method of con-
ducting the test do not exceed the expected random 
errors for most SDRT 4/SDMT 4 subtests.

Th e project PASS-IT (Project on Assessment in 
Scotland – using Information Technology) lasted for 
27 months (starting from August 2002 until Decem-
ber 2004), its aim was to look into the possibility 
of formative and summative online knowledge as-
sessment in secondary schools in Scotland [3]. One 
of the conclusions of the research is that technology 
must support the educational requirements of spe-
cifi c subjects and levels. For example, in order to reli-
ably and validly determine the success of students in 
mathematics, the system must provide the possibility 
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of partial points. Furthermore, for certain subjects 
such as music, integration of multimedia elements 
is very important to support the issues in this area.

Today’s technology has the ability to do more 
than just accelerate the process of testing. A growing 
number of experts involved in education agree that 
technology can improve teaching and learning. One 
of the projects that involves new forms of technology 
in solving problems in real life is the Problem Solv-
ing in Technology Rich Environments (TRE project) 
[17]. Th e project was started in 2003 in the United 
States and had a number of participants of 2000 stu-
dents. TRE tested necessary scientifi c skills, such as 
the ability to fi nd information about preset subject, 
to estimate which information is relevant for experi-
ment, to make the plan and perform an experiment, 
and to organize and interpret results.

Th us, for example, eighth grade students in the 
experiment (which was entirely done on computer) 
had the task of using a balloon charged with heli-
um to solve the problem of the growing complexity. 
Th ey had to fi nd the relation between power hold-
ing balloon at a height, mass and volume. Students 
were asked to determine the relationship between the 
mass which is placed in the basket of balloon and 
height it can reach. To solve this problem, students 
have gathered the necessary information performing 
the experiment several times with diff erent masses, 
and when they had enough data to make conclu-
sions, it was supposed to give the conclusions in the 
form of answers to multiple responses questions. Th e 
TRE project demonstrated several unique capabili-
ties of knowledge assessment provided by technology 
[17]. First, the technology allows the presentation of 
much more complex problems to be solved in several 
steps. Diff erent forms of multimedia, such as an ani-
mated helium balloon and an instrument panel that 
allows setting the parameters of the balloons, can 
represent the problem much better than if it were 
only explained in written form or orally.

Another example of technology in setting up and 
solving problems is the Floaters test which is off ered 
to students in the UK as part of the World Class 
test [17]. Th is program allows checking students’ 
knowledge in conditions without paper and pencil. 

For example, students use interactive simulation to 
measure the weight of various foods such as carrots, 
apples and bananas, and their task is to determine 
whether these pieces of fruit can fl oat on the surface 
of the water. Students are then asked to set up a hy-
pothesis based on the templates that were found.

RESEARCH

Th e  main purpose of this study is based on theo-
retical research and the use of computer capabilities 
in the evaluation of knowledge in order to indicate 
statistically signifi cant possibility of raising the overall 
level and quality of the teaching process. Some results 
about using computers for student assessments could 
be found in Maravic et al. [12] and Maravic et al. [13]. 
Besides this main purpose, the aim was to detect those 
characteristics of CBT, which may have a negative ef-
fect on students’ achievements. Th e objective was to 
determine the infl uence of the way in which computer 
randomly generates questions (area and weight), i.e. 
an impact if fi rst the most diffi  cult question appears 
from a set of selected test questions and inability of 
browsing back and forth. Also, the intention was to 
fi nd out if there is infl uence on students’ results if im-
mediately after given the answer the message “answer 
is correct” or “answer is incorrect” appears.

Th e main hypothesis of this research is that the 
results, given by the computer-based tests, are valid 
and reliable alternative to the classical way of knowl-
edge testing on paper. Th erefore, the goal is to fi nd 
the answer to the question of whether there are dif-
ferences in the achievements of students which out-
come from diff erent modalities of delivery of the test. 
Th e following null hypothesis was stated:

“Th e re is no signifi cant diff erence between the stu-
dents’ score in computer-based test, compared to those 
obtained with paper-and-pencil test.”

In addition to this primary aim, one more objec-
tive was formulated: how and whether the way of 
question presentation (one question at a time on the 
screen, or more questions and need for scrolling) af-
fects achieved better result. Th e following auxiliary 
hypothesis was stated: 
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“Th ere are diff erences between the students’ score 
which depend on how the computer-based assessment 
was built, how the question was presented and which 
are the answering techniques.”

EXPERIMENTAL RESULTS

Th e experiment was carried out with college stu-
dents. Th e objectives were to evaluate students’ re-
sults and opinion when they take tests on PCs, to see 
whether there are signifi cant diff erences in the results 
obtained with paper-and-pencil tests and with com-
puters, and also to search for diff erences between 
diversely assembled computer based assessments. In 
order to know what the students’ opinions are and 
whether or not they were satisfi ed, a survey was carried 
out with specifi c questions and personal comments. 

Participants

Th e participants were future engineers, i.e. stu-
dents of computer science (engineering students) at 
Subotica Tech (Serbia), all about the same age (about 
20 years old) and in a similar situation (fi rst year of 
computer science study). Data was collected in the 
spring of 2010. Th e research included 90 students 
(selected from the Department of Informatics) who 
took the Object-oriented programming course as a 
compulsory subject. Th e students of computer sci-
ence are predominantly male (which is generally true 
for Subotica Tech). Th is is refl ected in the gender-
percentage: 90% male test subjects and 10% female. 
Th e total number of college students at Subotica Tech 
is 591, of which only 57 are female, or 9.64%, so 
the sample can be considered representative. Th e stu-
dents were divided into two groups, an experimental 
group with 45 students (computer-based test) and a 
control group with same number of students (paper-
and-pencil test). Stud  ents were pre-tested to ensure 
that the groups are of equal knowledge. All students 
had previously been given instructions for the exami-
nation and related learning material.

Instrument

In order to investigate students’ knowledge, a 
multiple choice questionnaire (MCQ) with twenty 

questions was developed. Th e paper and pencil and 
the computer based versions of the MCQ test in-
cluded the same set of twenty questions. Th e time 
provided for solving the test was thirty minutes for 
both groups. Hand scoring was done for the paper-
and-pencil version of the test, and automatic scoring 
by computer for the computer-based test. To make 
participants familiar with the CBT, they had an op-
portunity to exercise before the test.

Examination procedure and scoring
methodology

All students, participants in the experiment did 
the same test. Th e test contained twenty questions. 
For each question there were several answers off ered 
(usually four) of which only one was correct (i.e. it 
was an MCQ with one correct answer). Each cor-
rect answer carries one point. For incorrect responses 
there were no negative points given, and questions 
that remained without answers carried zero points. 
Th e negative marking was omitted based on the 
fi ndings of Bliss [4], namely that negative marking 
tends to penalize the more able students. Th e deci-
sion to omit questions is infl uenced by personality 
characteristics [8]. According to [7], Th e Royal Col-
lege of General Practitioners in the UK discontinued 
negative marking many years ago when they dem-
onstrated that it discriminated female candidates be-
cause they tended to be more cautious with regard to 
guessing. 

Th e maximum number of points that can be ob-
tained on the test was twenty. During the preparation 
of the paper test, the order of test questions was not as-
sociated with their weight (i.e., the questions were not 
ranged from easier towards the more diffi  cult, or vice 
versa), but they were randomly selected from a set of 
questions and compiled to make up the questionnaire. 
Th e order of questions for the CBT was left up to the 
computer to randomly arrange them. Before any of 
the students used the tests on the computer, all college 
computers underwent technical checks, to ensure that 
they had the correct software installed and to check 
that their display confi gurations were acceptable. Im-
me  diately prior to the test administration, students 
were asked to access a practice test and practice the 
question answer submission process. 
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Analysis

Th e results that the students achieved on the 
tests were subjected to statistical analysis. ANOVA 
(Analysis Of Variance between groups) analysis was 
applied to test the hypotheses. All statistical analyses 
reported in this research were conducted with a sig-
nifi cant level of .01.

Results

Th e American Psychological Association (APA), 
in a document entitled Guidelines for Computer-
Based Tests and Interpretations [2], gives specifi c 
recommendations for computerized test administra-
tions and score interpretations. Th e guidelines state 
the “computerized administration normally should 
provide test takers with at least the same degree of 
feedback and editorial control regarding their re-
sponses that they would experience in traditional 
testing formats” [2]. Th is means that test participants 
should be able to review their responses to previous 
items as well as skip ahead to future items, and make 
any changes they wish along the way. To check the 
infl uence of ways of presenting issues two experi-
ments were planned in this research.

In order to check whether or not the way in which 
questions are presented on the screen may infl uence 
achieved results (only one question per screen, or 
all questions provided for the test), we have carried 
out two experiments. In the fi rst experiment, par-
ticipants of the experimental group could only see 

one question on the computer monitor, there was no 
possibility of browsing back and forth if an answer 
to the question was not given, and immediately after 
submitting the answer the message “true” or “false” 
appeared on the screen. Th ese factors were obviously 
available to students of control group who did the 
PP test. 

Th e distribution of participants’ scores in the PPT 
and CBT is presented in Table 1 and in Figure 1. Th e 
mean score was higher for the paper-and-pencil test 
(M=9.91, SD=5.22) than for the computer-based 
testing (M=8.84, SD=4.607) by 1.07 points. Th e 
goal of this research was to fi nd out whether there 
are diff erences in the achievements of students due 
to the diff erent modalities of the test delivery. Th e 
participants’ results were not statistically diff erent in 
the CBT and in the P&P test (F=1.056, p>0.01), as 
presented in Table 2, in the case when students could 
see only one question on the computer screen.

FIGURE 1. Distributions of students’ scores in PPT and CBT, 
first experiment
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TABLE 1. The distribution of students’ scores in the PP test and in the CBT, first experiment

N Mean Standard 
deviation

Standard 
error

95%Confi dence level Minimum Maximum 
Lower 
bound

Upper 
bound

PPT 45 9.91 5.222 0.778 9.13 10.69 0 20

CBT 45 8.84 4.607 0.687 8.15 9.53 0 17

Total 90 9.38 4.925 0.519 8.86 9.89 0 20

TABLE 2. One-way ANOVA comparison of scores of participants in the PP and CBT, first experiment

Source of Variation SS df MS F P-value F crit

Between Groups 25.6 1 25.6 1.056 0.306971 6.932

Within Groups 2133.56 88 24.245

Total 2159.16 89        
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To check whether there is a statistically signifi cant 
diff erence in the results (which would be the result of 
the diff erent display modes) the second experiment 
was conducted two months after the fi rst one. In the 
second experiment, students who did the test on the 
computer could see all the questions included in the 
test at once. After submitting the answer the message 
“true” or “false” did not appear. Th e distribution of 
participants’ scores in the PPT and CBT is presented 
in Table 3 and Figure 2. Th is time, the mean score 
and standard deviation for computer-based testing 
was M=10, SD=5.117, and for the paper-and-pencil 
test it was M=8.93, SD=5.167. Th e diff erence in 
mean value was the same as in the fi rst experiment, 
i.e. 1.07 points, but this time students in the ex-
perimental group scored better. Data analyses found 
that there was no statistically signifi cant diff erence 

in the results in the CBT and in the PPT (F=0.968, 
p>0.01), as presented in Table 4.

Based on the results of the fi rst and second ex-
periment we can conclude that there is no statisti-
cally signifi cant infl uence on the students’ results 
due to the way in which questions are presented on 
the computer screen. Th e null hypothesis “Th ere is 
no signifi cant diff erence between the students’ score in 
computer-based test, compared to those obtained with 
paper-and-pencil test” is confi rmed.

After the test, students who did the test on the 
computer fi lled out the questionnaire to see what 
their attitude towards this kind of knowledge testing 
was, and to fi nd out the answer to the auxiliary hy-
pothesis. Th e survey was anonymous in order to at-
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TABLE 3. The distribution of students’ scores in the paper-and-pencil test and in the computer-based test, second experiment

N Mean Standard 
deviation

Standard 
error

95%Confi dence level Minimum Maximum 
Lower 
bound

Upper 
bound

PPT 45 8.93 5.167 0.77 8.15 9.71 0 19

CBT 45 10 5.117 0.76 9.23 10.77 1 20

Total 90 9.47 5.141 0.542 8.93 10.0 0 20

TABLE 4. One-way ANOVA comparison of scores of participants in the PPT and CBT, second experiment

Source of Variation SS df MS F P-value F crit

Between Groups 25.6 1 25.6 0.968197 0.327828 6.931941419

Within Groups 2326.8 88 26.44090909

Total 2352.4 89        

FIGURE 2. Distributions of students’ scores in PPT and CBT, second experiment
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tain honest answers from the participants. Th e results 
of the students’ answers are given in Figure 3. Th e 
questionnaire was designed to collect information 
about students’ attitudes towards aspects of testing. 
Th e survey had fi ve statements: “Computer-based 
testing is very useful”; “I prefer the computer-based 
test”; “I am satisfi ed with the result that I achieved 
on the test”; “I could perform better on paper-and-
pencil test”; “I was anxious because I could not see 
all the questions at same time”. For the evaluation 
of student responses, the authors used a Likert-type 
scale with fi ve responses: “strongly agree”, “agree”, 
“undecided”, “disagree” and “strongly disagree” [5]. 

Students could also write their personal comments 
about this kind of testing. Th e main objection on the 
part of the students was that they could not see all the 
questions at once and so could not make a strategy 
for solving the test. Th is comment is visible also in 
their answer to the question “I was anxious because 
I could not see all the questions at same time”, where 
66.67% of the students strongly agree and 11.11% 
agree. Many of the students felt discouraged by the 
fact that the questions at the beginning of the test 
seemed too diffi  cult for them, and they would opt for 
answering them randomly just to get to the next ques-
tion in line. Later, they had no opportunity to review 
the test and maybe make an eff ort to answer the ques-
tions that remained unanswered. Th is attitude may 
explain the fact that 53.33% of students think that 
they could perform better on paper-and-pencil test 
(24.44% strongly agree and 28.89% agree).

As for the results to the statement “I prefer the 
computer-based test“, 11.11% strongly agree, 8.88% 

agree and even 44.44% were undecided. Students em-
phasized that they prefer the classical method of solv-
ing the test because it gives insight into all the ques-
tions for the test. Also, one student “admitted” that he 
is trying to fi nd a pattern, for example, that the correct 
answer to every question is under the number 3, and 
with computer test seeking for patterns was diffi  cult. 
Despite all the negative comments that were given af-
ter the fi rst experiment, students agree that computer-
based testing is very useful (44.44% strongly agree and 
40% agree). As for the benefi ts of computer testing, 
the majority of students pointed out that they liked 
the fact that after pressing the “submit” button they 
would fi nd out the result of their achievements. Th e 
feedback information after each response about the 
answer’s correctness (“correct” or “incorrect” answer) 
has a motivational role, but sometimes information 
that the given answer was the wrong one can nega-
tively aff ect the further process of solving the test.

After the second experiment, when the students of the 
experimental group could see all the questions at once, 
they gave favorable comments. Th is time the question-
naire had only three statements: “I prefer the computer-
based test”; “I am satisfi ed with the result that I achieved 
on the test”; “I could perform better on the paper-and-
pencil test”. Th e results are given in Figure 4. Students 
expressed satisfaction because the test now was “a copy 
of paper test only on the computer”. As to the argument 
of “why” the comments were the following: “I type faster 
on the keyboard, than I am writing with the pen”, “I am 
more used to use the keyboard than the pencil”. 

According to the results of the survey, it could be 
concluded that the following auxiliary hypothesis: 
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FIGURE 3. The results of the survey
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“Th ere are diff erences between the students’ score which 
depends on how the computer based assessment was 
built, how the question was presented and which are the 
answering techniques.” is confi rmed.

Based on the presented results, it can be con-
cluded that the advances in computer technology 
and investments in evaluation and testing software, 
together with the advantages of immediate feedback 
and automatic grading, make computer-based test-
ing more and more common.

Conclusions

Th is study makes a contribution to the research on 
computer-based testing by examining the mode dif-
ferences between the paper-and-pencil test and com-
puter-based test. Th e previously conducted researches 
in this area dealt with the students of primary and sec-
ondary schools. In those researches the points of ob-
servation were the students’ successes in mathematics, 
English and social sciences; no research was done in 
the fi eld of programming languages such as C++ with 
post-secondary students. Also, the majority of stud-
ies were conducted with students in highly developed 
countries like USA and UK. Th ere are only few stud-
ies, for example Akdemir and Oguz [1], which were 
conducted in a developing country such as Serbia.

Th e main aim of this study was to fi nd out 
whether there are diff erences in the achieved results 
in two ways of testing: computer-based testing and 
paper-and-pencil test. Also, the intention was to de-

tect those characteristics of CBT, which may have a 
negative eff ect on students’ achievements. Th e ob-
jective was to determine the infl uence of the way in 
which computer random generates questions (area 
and weight), i.e. an eff ect if fi rst the most diffi  cult 
question appears from a set of selected test questions 
and the inability of browsing back and forth. Th e 
intention was also to fi nd out if it will infl uence the 
students’ results if immediately after giving the an-
swer, the message “your answer is correct” or “your 
answer is incorrect” appears on the screen. Th e par-
ticipants were a representative sample of the popula-
tion of all engineering students studying computer 
science at Subotica Tech. Th e fi ndings of this study 
led the authors to reach the conclusion that there 
are no signifi cant diff erences in scored results for the 
PPT and CBT. Also, based on the survey results it 
can be concluded that the way in which questions are 
presented on the computer screen does have an eff ect 
on student satisfaction with CBT.

It is important to mention that the students were 
more satisfi ed with the computer-based test when they 
could see all questions at once (as in the second ex-
periment). In his study Marks [14] observed that algo-
rithms that randomize the order in which the test ques-
tions are presented to each candidate automatically 
control certain computer-based test assessments. If the 
test was such that in random sequences fi rst the tough-
est question appeared, it may increase test anxiety for 
some candidates and infl uence their scores. Increased 
anxiety for whatever reason is likely to have a negative 
eff ect on that person’s performance on the test.
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Th e answer to this problem could be a computer-
adaptive test (CAT), as a form of computer-assisted 
assessment where the level of diffi  culty of the ques-
tions administered to individual test-takers is dynam-

ically tailored to their profi ciency levels. Th erefore, a 
logical continuation of this study is to examine the 
possibilities and advantages that CAT off ers. 
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