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Abstract: The progress of humanity is closely related to the progress of technology. The highlight of the development of technology
will occur when the machines are able to do what they learn and know; think and make decisions on their own without human
help. In this paper we will try to analyze how neural networks work and how they will further develop in terms of application in

advanced databases. We will also explore how one of the major IT companies is developing and continuing to use neural networks.
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INTRODUCTION

People owe their development to their intelli-
gence and by coping the world around them by their
implementation of technology. One of the more ad-
vanced attempts is to imitate human behavior and
its implementation in technologies is an example of
a neural network. The neural network in technology
is based on the imitation of the human brain and
how it functions. Although it has made a lot of prog-
ress, it is not even close to the functioning of the hu-
man brain, which remains the biggest challenge, but
its behavior is improving over time.

Neuron NETWORK

The neural network was created in 1943 when
Waren McCulloh and Walter Pitts created a model
for neural networks based on a mathematical and
algorithmic model. In their model, Alan Turing later
proposed a model which represents a functional
construction according to the exchange of informa-
tion flowing to the input, condition and output.

This model also works with the human brain. [1]
The estimation is that the human brain has about

100 billion neurons. Neuron consists of the body
(soma), dendrita (inlays) and axons (exits).

The artificial neuron is created on the same prin-
ciple. The artificial neuron functions in the way that
at the input it receives the value that it sums up and
then forwards it to the output. Here we can find a lay-
er system - an input layer, where we can have multi-
ple input points, hidden layers (which represent the
body of a neuron) and an output layer, where we can
have more output points. The relationships between
neurons are represented by numbers. These num-
bers are defined as the weight. The weight principle
is set so that if the weight is greater then the effect of
neurons on the other is also higher.

The way a neural network works is that it is
"trained" for the first time, for example to learn how
information should be processed, and the second
time it is "tested" or performs certain tasks. This
method is called propagation in advance.
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Image 1: Neural network with hidden layer

The way the neural network compares the out-
put results through several iterations is called prop-
agation backward. In this case, the information is
returned to the neuron input. This is a system that
people often use in attempts where, after a certain
attempt, a person accurately or approximately accu-
rately performs a certain operation.

IMPLEMENTATION OF ALGORITHMS OF NEURON
NEeTworks IN Basics - SaL SERVER

In this paper, we will work with an example of
neural networks.What is amazing when it comes to
machine learning is that it manages to transform us
into adaptive thinkers [2]. We have created an exam-
ple on a test dataset containing information about
current trial subscription clients with their various
attributes. Based on this set of data, we will find
the probability of whether the possible client can
become a paying customer through the algorithm.
We will use a data set for displaying the neural net-
work as it is implemented in Microsoft SQL Server
Machine Learning Services along with the program-
ming language R.

Microsoft made an important step towards sta-
tistical analysis as well as with data science [3]. Mi-
crosoft has made it possible to benefit from process-
ing the data from where data are already located, in
the database itself.

Some of the advantages of this approach are the
following:

- The path to the data and its processing is re-

duced, thus improving security and facilitat-
ing access

- It is possible to obtain information in the
short term

- The solution is scalable by being enabled as
open source, so it can be applied in all ver-
sions that are offered

- New knowledge is being created that is al-
ready in place without having impact on the
processing of existing data

Microsoft ML (Machine Learning) is a service re-

sponsible for transforming data or models that the
R language and the Python language are processing
[4]. The primary task is to enable data formatting.
The functionalities provided by this service are the
parallel execution, manipulation of data on disk and
in memory as processing of huge amount of data.

The tasks or algorithms performed by the ma-

chine learning service are the following:

- The binary classification algorithm that
teaches where one of the two classes of data
instances belongs.

For example: It uses output of single two values

such as 0 or 1 to detect true or false when search is
given

Pi=1lx)

Formula 1: Binary classifier [5]

Rix) = Pl+1|z)

In the case of formula presented we use values
of -1 and +1 where binary classifier for calculating
probability is presented

- The multiclass classification algorithm learns

to predict the categories to which the data be-
longs. The data are from 0 to k-1 where k rep-
resents the number of classes.
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Formula 2: Multi-class classification

When we need more then single value as predic-
tion we could use multi-class classification. Two sets
are presented in this formula where i represents a
row of matrix with partitioning of j row.

- A regression learning algorithm that teaches
to predict the value of the dependent variable
from a set of independent variables. The re-
sult that is given is a function used to display
the value of a new data instance whose vari-
ables are not known.
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- The anomaly detection algorithm that serves
to identify which data or class of data does not
belong to a given pattern. The sphere of appli-
cation of these algorithms includes detection
of fraud via credit cards, forecasting bank-
ruptcy, estimating the value of mortgages or
houses, checking the email whether it belongs
to spam, etc.

Implementation use case

R language in combination with SQL Server ob-
jects such as Stored procedures is a very efficient
and fast tool for work. By using this method, we
shorten the way to the data, we do not have to think
where to publish R scripts (for example, the web
service) and we do not have to worry more about
the performance since SQL Server will do it for us.

L T P

TR Y i TS
L LT 2
.,_'\-_L__ e 3 P
L [
[
= T —
LE- ¢ [ - LR -
S B mErrE

Image 2: Diagram of the mode of operation and communication
with SQL Server (R services)

There are two options that we can use. One is to
use the R Studio, which is very popular for the work
of R language. Using libraries in R Studio, we can
connect to SQL Server and execute the necessary
commands and display the results in the R Studio.
Another way is to use the SQL Server Management
Studio environment, using functions and proce-
dures, to process data using the R language in the
form of enabled scripts, and to view data using vari-
ous analysis and reporting tools that come with SQL
Server.

In this example, we will use the Decision tree al-
gorithm.

Image 3: Decision tree diagram (partial) based on sample data

As we can see on a decision tree diagram, we
want to know, based on sample data, if this poten-
tial subscriber is a potential paying customer. With
different sets of attributes we can determine if this
is a valid model to predict an outcome with some
percentage of certainty.

Image 4: Training, testing, and prediction implementation
diagram in SQL

We will use a set of data to create a neural net-
work. We will split this set of data into the training
set and test set. The training set will use our algo-
rithm to create a model and then use this model to
test. Based on the testing, we can adjust our model
so that we get the most accurate data. In the end,
when we are satisfied with our model, then we can
release it into production or production data to send
it to us.

We will use a data model to predict whether a
potential client will convert to a customer or not,
based on a data set of some 25,000 data.
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In the data model, we keep data with all the necessary attributes on the basis of which we can come
up with prediction of which attributes are crucial for converting the client into a permanent customer.
Some of the attributes that exist in the set of data are the level of education, gender, whether the client is
the owner of the house or real estate, marital status, etc.

IFE J10A
Fi]

DROF TABLE IF Bger] renl@Fode s
=0

CREATE TABLE ApelrenifiFodels
[TO] vlSCHAR 38 WOt DEFAUILT | “ModelTyze') PRIMARY KNV
[Value] VAREINARY ma
Lri.'
In order to be able to create a model in machine learning, we need to have a data set for training and a
data set for testing.

The data were divided into two sets of data, a training data set and a test data set to a ratio of 70% in
training and 30% in the test set of data [6].
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In this stored procedure, we have an implemented part of the R language that creates the model over the
variables we passed to them. This model is used by the decision tree, based on which we can get predictions
for the data we send to them.

Regarding the decision tree, there is a function in the R language that we use as part of the SQL store
procedure is rxDForest. We send the following parameters to it:

- Formula: the formula we pass to the columns that are key to the prediction model

- Data: data to be processed

- nTree: number of trees to which the model will grow
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- maxDepth: maximum depth of trees used for calculating

- mTry: number of variables that are candidates for bending trees

- minBucket: number of observations in the node

- maxNumBins: control the maximum number of memory stores used for each variable
- replace: whether the observed variables will be replaced

- importance: a logical value that serves to evaluate the importance of the predictor

- seed: number used to initialize random numbers

- parms: additional parameters for bridging

USE JITA
o0

SIMSERT INTD ApelronbibiModels | [value)
EXEC splrestespeironiiEodel ;

ZUPDATE Apeironhiiodels
SET [1d] = 'HodelDecisionForest”
WHERE [id] = ‘ModelType’;

SELECT * FROM ApsironNiMods]s;
oD

The model is generated as binary data or output from stored procedure, which we will save in the table

that will be used for sending parameters for test and production data.

CRIATE PROCENEE o spPredictTumToluitossriecislonforest (BqueryPacas mvarcher{nox

A5
declare §df_TernTofustomer_sode] varbinsry| e
select [value] Tros Apelronkiiodels
where [1d] = “FodelDecinionForest
EXECUTE mp_ewecute_swiernel_soript
§langusge = u°8° |
#acript = W
rogu Lre | “Sarvatcalen™ )
TerATolustoser sodel <~ wsserislizs{st_TernTolustoser sosdel]
predict TurmT ol uy toserr rePredlct u-\.-\.'rl-'f.:.r:l = '.."'..-'-:'.Jfr_-n-\.'h:r'..
date = [nputDutadet,
type = “prok®,
vifwrite = THIE]
predictTurnTolusfoaerfil mrob £- B
predlet Turalolvutsmerd T uralolus tomer _Pr g ALY
uimier i | goedl B2 0 Furn Tolul Tinmir-]) "..l.".q..'.! i Eerobald 15ty
fhreghpld - B.6
predict TuraTel vt toeer TursTolustomser_peedlction 1T else predict TurnTolus bose riTurnToles Loser _protabllity » theeshold, 1,
predictTurnielusiomerjTurnTolustderr pradictlon - fedbor|pradistTurmTolutionerfTurnTol clomsr _gprrdickion, bewaln = g8, #))
DutputDatatet <- chlnd[lnptlatelrt], c{"Clientld™}], predictTurnTeludtomer)
Hrput_dats 1 = eueryParas,
it = N TornTalustoser sode]l warsbnary|(sas]”
i _TernTefustomer mode] - §df TernTelustomser wodel
with Firdult dsts
ClientId dint,
“TurnToCuitomsr probabdlity™ Tlost
*TurnToCustoser_prediction® int
L]

This stored procedure is used to predict based on the model we created.

The function we use in this stored procedure is rxPredict which serves to predict the results using the

model we have already created.
The rxPredict functions are forwarded to the following parameters:
- Model: the model we previously created, in this case rxDForest
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- Data: the data we use as a source for the prediction
- Type: prediction type, in our case we set the value "probe”
- Overwrite: a logical value that serves to overcome the output value

An example of passing test data is shown below in the SQL query.

USE JITA;
G

~EXEC dbo,spPredictTurnTolustomerDecisionForest

BaueryParam = N'select ® from testData;’
|
5 -
Fesdts il Messages
Genrtld  TumTolustomer_probsbity  Tum ToCustomer_pmdiction
| 6738 | 025 0
6739 0.25 0
447 0.625 1
4e4d 0.5 g
4526 0.125 o
454k 0,125 o
a3 0.111621660236196 o
8 0.111621680236196 o

Based on the results we have received, we can further link this stored procedure to the reports to fine-
tune the visual representation of the data, or we can further process the results both in the SQL environ-
ment and in the client application.

Generating visual representation of data

In order to create a visual representation of the results obtained, we can use the option within the SQL
query.

It is important to note a hybrid approach using the R programming language within SQL Server where
there are enough specific instructions to know.

For example, in order to generate plot diagrams in the R programming language, it is necessary to install
certain libraries. For the plot diagram, we will use the ggplot2 library. The instruction for installing this
library is as follows:

Jinstall. packages("digest”, dependencies = TRUE, lib = "PATH/Microsoft SQL Server/MSSQL14.
MSSQLSERVER/R_SERVICES/library")*

In order to know which libraries we can use in the SQL environment, it is enough to execute a query to

list all the libraries available in our SQL environment.
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There are several options to generate a visual representation of the results obtained.
One of them is through a SQL query.

execute Sp_execute swternal script
- NR"
¢ Becript = N

E Find the numeric colusns and create a data frame
memeric_cols <- sapply(InputDataSet, ls.mumeric)

§

Library("ggplota”)
library(“reshaped®)
cdrplvot <- selt{InputDataSet, nuseric_cols], id.vars = cf"TurnToCustomer™)})

iteo_image file = “cil\\tespi\\ites_wisual_representation. jpg”;
jpegi{Tilename = iteo_image file, width=1006, height = 1465);

printi{ggplet{ses(x = value,
group = TurnToCustomer,
color = factor{TurnTofustomer)),|
dota = cdrplvot)
geom_density() +
facet_wrap(~variable, scales = “free®))
dev.of¥();
OutputDataliet <- dll'..l.fr-:[d.ltnir:ld-l:l.n{fl]:[i.tm_i-.-'tnfﬂ.:,. "rb™); what=raw(), n=led));

o nput_data 1l = N°
SELECT [Age]
o [Yearlylncons ]
s [MonthlySubscription]
,[Turn'l'ultu:-tl:-lrj
o [Education]
#[Gendar]
o [ HomeOwner |
[THaritalSeatus]
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In this SQL query, we use the R language programming commands to generate an image using the plot
function to generate a diagram. Data is transmitted using the parameters used in the generic plot diagram.
We can save this created diagram on a disk or in the database.

i b ™ e T e

Image 3.2: Generated plot diagram using SQL query
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Another option is using Visual Studio. In addition to the existing project types, Visual Studio also has a
project for the R programming language. Through the R tool, we can perform various commands, including

data visualization.

poveewd
#Prepars 50l query to process the dats
= sqlfueryText <- “SELECT [Month], [Education], SUM{[TurnTolustomer]) as TurnTolustomer
FROM PotentialCustoserData

GROUP BY [Month], [Education]:™

# 3t up & data source object based on the mew guery
= podMonthTurnByEducationDataSet «<- AxSqlServerData(
sqlQuery = sqlQueryText,
connectlonString = sqlConnString

)

® Import the data from SOL Server to & local data Trase
p:dhrrthftu'n!jr!ﬁ.lcll;inrﬂﬂh‘!r-c €= rulmport{pcdionthTurnByEducationDatasSet )

# Plot the dats frame from S0
= ggplot( podMonthTurnByEducationDatal rase,

ses(x = Month, y = TurnTolustomer,
group = Bducation, fill = Education}) +
'ri:-_hlrl‘,stlt = “fdentity™,
position = position_dodge()) +
labs{x = "month™, y = "TurnToCustomer Count™) +#
tlﬂ.-:_l‘l.rl:lll'l.{}

Data is being prepared through the functions RxSqlServerData that enable loading the data into a data-

set object, which then imports the local data frame.
After that we use the ggplot function by passing the data set object, defining what we are showing on the

X and Y axes, along with other parameters such as labels and setting the theme of the diagram.

BV Ees s BRIESBE

I -
I =

.

The diagram with the data that is generated can be further exported to other formats such as pdf, images
or metadata [7].

e
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CONCLUSION

In this paper we have shown how the neural
network functions in advanced databases, which
are the advantages of using neural networks in ad-
vanced databases and what is its further develop-
ment. It is also important to know that the largest IT
companies such as Microsoft have decided to imple-
ment their focus on the application of a neural net-
work in a similar way, that large processing of data
which the client stations find considerably difficult
to process due to resources can move within the da-
tabase and can thus apply security of access to data
and use resources that their application algorithms
or engine engine possess. For us as humans it is im-
portant to continue to strive to integrating different
systems in order to unlock the knowledge that we
could not imagine before.
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