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Abstract: The use of ambient intelligence knowledge inevitably leads to a new education concept particularly in creating an
environment towards the implementation of teaching as well as the process of education. The process of teaching and education,
besides conventional and physical elements of the environment, will be enriched with elements regarding modern information
technology.

Ambient intelligence will be presented in this paper as a result of the artificial algorithm neural networks, through the following
contexts: e-learning environment, identification, and security.

The key role in raising students’ achievements as well as competency levels belongs to modern information technology which
works towards creating ambient intelligence. It is also executed through the concept of e-learning onto one of the convenient
learning management platforms.

Survey results indicate that with the use of ambient intelligence, better results are achieved, especially in mathematics taught at
the elementary school level. Furthermore, learned lessons are memorized by students for a long period, which is proved by higher

levels of students’ knowledge and skill acquisition in terms of general progress.

Keywords: ambient intelligence, e-learning, neural networks.

INTRODUCTION

The subject of the research represents analyses
of how ambient factors influence the success of stu-
dents who use e-learning platforms in the teaching
process.

Ambient intelligence should provide students
with optimal conditions for monitoring classes. It
should also allow teachers to keep track of how long
and successfully involved students are in a particu-
lar activity. Recommendations towards enhancing
activities can be electronically transmitted to con-
venient platforms or even to students’ wristwatches
[1].

The significance of ambient intelligence has been
recognized as well as time applied by leading world-
class companies such as Siemens, which has invest-
ed heavily in smart development buildings and au-
tonomies in the production process in factory halls
[2]. Nokia company has also invested significant
resources in communication development which do

not necessarily relate to smart homes only but have
a much wider application for reasons of developed
mobile applications [3].

Ambient intelligence [4, 5] is being developed
within multidisciplinary fields thus allowing the
benefit of research to be used for a variety of pur-
poses. This paper deals with ambient intelligence in
the function of enhancing e-learning.

The basic idea behind the concept of ambient
intelligence is the adaptation of the environment
with the help of information and communication
technology for e-learning towards students’ needs
to achieve better results as well as greater achieve-
ment.

E-learning system should be built so that it ad-
justs teaching content to students’ needs based on
information in real-time.

Contemporary teaching, especially electronically
shaped educational learning processes, and teach-
ing, is getting closer and closer to the concept of stu-
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dents’ creation within the pedagogical framework
activities. This increasingly signifies that the con-
cept of constructionism is expanding. Regardless of
the importance of constructing, rather than impos-
ing knowledge, elements are still needed likewise
instructive and constructivist approach in all teach-
ing situations-from the traditional classroom-to-
classroom teaching system, to the virtual classroom
as well as e-learning [6,7,8,9].

Learning with modern strategies that use the
concept of e-learning in comparison with traditional
teaching is characterized by completely different re-
lationships between students and teachers likewise
modified forms of the process of teaching organiza-
tion [10].

A student qualified for self-education represents
one of the key goals in the process of education.
Those methods of work that contribute to a more
active attitude of students towards teaching con-
tent, should be given preference. Training students
to use different sources of knowledge as well as be-
coming independent in the learning process is also
very significant [11].

Previous research has not completely provided
comprehensive answers to questions regarding

the impact of the environment on e-learning, iden-
tification, and students’ security within e-space. To
properly perceive the impact of the environment
on e-learning likewise the predictions of students’
success at work, an analysis of the factors relevant
to the success of the teaching process using neural
network algorithms have been performed.

MEeTHoD

While exploring the impact of ambient intelli-
gence on the e-learning process, this paper has de-
fined the largest factor, most relevant to students’
achievements in the context of an e-learning en-
vironment, with the use of analytical hierarchical
methods.

Analyses of the e-learning environment

Defined factors are further processed as input
variables within an artificial neural network. Re-
sults obtained have been used to develop ambient
intelligence in the e-learning enhancement function.
In order to define the factors of greatest importance
towards students’ achievements, the authors of this
paper have used extended AHP fusion method of
triangular numbers that are performed in four steps
[12] as follows:

Let X = {X, X, XoX5, X3X, ... , X, X} be a set of objects, and G = {Gy 0y, G263, GzGg ... , 0 Gi } be set of

goals.

Each object is analyzed for each objective, respectively. Accordingly, m values for each object can be

expressed as follows:

M ng M 1,{5”_ o mgz\{::gi, i=1,2,..,n
Where all the M. M;E ,(j=1,2,.., m) represent triangular fuzzy numbers.
The AHP fu51on steps are:

STEP 1:

The fusion value of the synthetic respective domains with the respect to the i-th object is defined as:

_ 1 -
5= E;'r]:iM;e * [ :;123?;1*"{;5] (S:= Ejﬁ:lMé" * [

i -1
LML) )

To obtain E;-’LIM;E ,E;-’LIM;E, we perform the fusion operation by adding m values for a certain matrix

according to the following statement,

= L* _{E} 1 XiEmy, N u _J} =1 M _{E}
To obtaln values,

ez ] [snsmm]” @)

perform the fusion addition operation,

S I S I
Mgi(j =1,2..,m) Mgi(j =1,2,..,m)(4)
thus obtaining values,

1 XiEmy, N u }}(2)
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5] J
B M) = (B LBy my, By ) D B MY, = (B 1, Xy my, B0y w;) (5)
The inverse vector for a given statement is calculated as follows,

. q—1 . . . . 1—1 . . .
n m ] _ 1 1 1 n m i . 1 1 1
SE'II'EEE-)EZJ:J- M‘gi] - (ZEI:'_H[JEEI:'_?H[JEEI:-_:[) [Ei:izj:ngf] - (ZEI:-_UEJEEI:-_?H[JEEL:__:[) (6)

If MyM, = (1414, mymy, wyu,) and MM, = (1,1, mym,, usl;) stand for two fuzzy triangular numbers, the

degree possibilities MoMz = (1415, mama, uati) > My My = (1413, mymy, uyuy) is defined as:

ViMy=M,) = ?‘.::z['””'-”'[#m-_{xl }#Mﬂ:}’}:] VM, = M) = ;zz[mi’.rl{pm__{x}, }#Mﬂ:}’l] (7)
An equivalent statement for (7) is given by the following, B
VM, = M) = hgt(My N M;) = ppy, = 1ifmy 2my,0if 1, =

U, otherwise - o
= (ma—un—(my—1y)

V(My = M) = hgt(My N M;) = ppy, = Lifmy 2my,0if 1y =
U, otherwise - e

= (mo—un)—(my—1,)

=5 )=1i = ifl = i la—up
Vis,=5,)=1ifmy, = m,0if I, = up,otherwise ————o—
lg—up

V(s,=5,)=1ifm, = m,0if I, = u,,otherwise - y
(mp—up

_':?J’Iu_:u:' (8)

STEP 3:
Possibility degree of a convex fusion number to be greater than k, a convex fusion number can be defined
as follows:

V(M =M, M,,... Mi,) =V [(M = M,)and (M = M,)and ...and (M = M, )] =
min(M = M;),i =1,2,3,...,k(9)
V(M =M, M,,... Mi,) =V [(M = M,)and (M = M;)and ...and (M = M, )] =
min(M = M;),i =1,23,...,k(9)
Supposedly,
d(A;) = minV(5; = 5, )d(A;) = minV(5§; = §.), forthek= 12, ., n:k #i,= 1,2, .., n: k # i,
the weight vector is given as follows,

T T
W= (d(4),d(4y),..d(4,)) (10)W =(d(4),d(42),...d(4,)) (10)
Where 4;(i =1,2,...,n)A4;(i = 1,2, ..., n) represents the number of n elements.

STEP 4:
In normalization, the normalized weight vectors would be:

W = (d(4y),d(4,), ...Jd{A,l}}r{ll}W = (d(4,),d(42),...,d(4 n}}r{ll}
where W does not represent a fuzzy number.

This paper considers attributes as criteria for analyzing the influence of factors on the development of
ambient intelligence towards enhancing e-learning as shown in Table 1.
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Table 1.
CRITERIA
C1 Audio-video conumunication possibility
2 Possibility for continuous teachers’ guidance through teaching
content
C3 Environment likewise e-learning system provide conditions for
dynamic realization of teaching contents
C4 Multunedia presentation of teaching contents
CS5 Teaching content design

Table 2 displays, as an alternative, the teaching environment.

Table 2.
ALTERNATIVES
Al [ Traditional teaching
A2 | Hybrid teaching (Traditional and E-learning)
A3 | Guided e-learning supported by simulations
A4 | Pure e-teaching
AS | Traditional teaching with the use of multimedia content

Upon the implementation of the fusion AHP method as Chang’s analytical method [14], we come to re-

sults as shown in Table 3:

Table 3.
CRITERION WEIGHTED ALTERNATIVES
VALUES Al A2 A3 Ad AS
C1 0.14368 0.237334 | 0.202872 | 0.225072 0 0
C2 0 0.109039 | 151158 | O0.130807 | 0.021366 | 0.11039
C3 0.26754 0.34287 | 0.303967 | D.319555 0.38745 | 036427
C4 0.22053 0.134462 | 0201578 | 0.148429 0.38745 | 036427
CA 0.36825 0.1536274 | G.140425 | 0176136 | 0.203734 | 0.16105
WEIGHTS OBTAINED 0.217443 | 0.206638 | 0.215428 | 0.264128 | 0.23710

Table 3 allows us to come to the conclusion that
criterion C3 “Environment and e-learning system
provides conditions for the dynamic realization of
teaching content” is weighted by the highest value
while criterion C2 “Ongoing teachers’ guidance
through teaching content” is weighted by the low-
estvalue. In order to determine the value of alterna-
tives, a convergence consensus model has been ap-
plied in this paperwork.

The consensus convergence model [15] has
been developed for the sake of decision making
on the effectiveness of ambient factors regarding

students’ achievements within the e-environment.
This model is based on determining the differences
in the “weights” of decision-makers on the basis of
values assigned by each decision-maker to relevant
elements (criteria, sub-criteria, and/or alternatives)
[16]. Table 4 displays the calculated values of alter-
natives.
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Table 4.
ALTERNATIVES CONSENSUS WEIGHT RANK
VECTORS
Al 0,060 3
A2 0,069 Z
A3 0,077 1
A4 0,061 4
AS 0,062 3

Based on the calculation, we can conclude that
the alternative A3 “Guided e-simulation-supported
teaching” is ranked first regarding the importance of
the effective development of ambient intelligence in
order to enhance e-learning.

Identification and security context

analyses

Identification context implies observational pro-
cedures relating to the notification of students’ re-
actions to the created teaching content likewise the
teaching process.

Security context implies defining procedures
that minimize the possibility of teaching content as
well as users’ personal information misuse.

Stated contexts in this paper have been analyzed
by the same method as the context of the environ-
ment for e-learning with the maximum assurance of
the prescribed quality of e-learning standards [17].

An alternative to the emerging value identifi-
cation context is “Guided e-simulation-supported
teaching”. An alternative with the highest possible
value for context security is “Traditional teaching
using multimedia”.

Criteria considered for all three contexts are:
C1-Possibility of audio-video communication, C2-
Teachers’ ongoing guidance through the teaching
content process, C3-Both e-learning environment,
and e-learning system provides conditions for the
dynamic realization of the teaching content, C4-Mul-
timedia syllabus presentation, C5-Teaching content
design.

Comparative analyses have found that “Guided
e-simulation-supported teaching” represents the
optimal environment for e-learning. Considered cri-
teria are the basics for the development of ambient
intelligence.

Required and sufficient conditions for the C1 cri-
terion “Audio-video communication possibility” can
be the existence of compatible audio-video equip-
ment for teachers as well as for students.

Required and sufficient conditions for criterion
C2 “ Possibility for continuous teachers’ guidance
throughout teaching content” can be: installed in-
teractive platform which is able to track students’
work, and of course, when needed, informs the
teacher regarding the difficulty in mastering the
teaching content.

Required and sufficient conditions for C3 crite-
rion “ Both e-learning environment and e-learning
system provide conditions for the dynamic realiza-
tion of the teaching content “ can be the existence of
e-learning platform as well as appropriate microcli-
mate conditions towards the realization of dynamic
content and sensors installed for monitoring basic
parameters of general conditions like students’
pulse, temperature, blood pressure, etc.

Required and sufficient conditions for the C4 cri-
terion “Multimedia syllabus presentation” can be:
the existence of e-platform which allows you to cre-
ate, set up, or use the multimedia presentation of
teaching content.

Required and sufficient conditions for C5 criteri-
on “Teaching content design” can be the existence of
an e-platform which enables the design of teaching
content according to the topics as well as the timing
of a teaching process.

Ambient intelligence shall be developed through-
out these contexts with the use of a neural network
whose final result will be expressed through the fu-
sion of neural network results, observed for each
criterion individually. Basic connections within the
system for the development of ambient intelligence
are presented in Figure 1.
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Figure 1: Connections in the ambient intelligence development
system

This paper will explain the neural network model
used for criterion C1 “Audio-video communication
possibility”.

Video equipment should allow the monitoring of
students’ facial expressions. Based on these expres-
sions, the system will propose corrective actions
within the ambient environment. For this purpose,
Convolution neural networks models will be used,
also known as non-cognitive models [18]. For the
sake of analyses, these models will use data de-
ployed in advanced databases [19].

Convolution neural networks

This term “Convolution neural networks” is in
correlation with convolution, respectively opera-
tor, used in image and signal processing [20]. We
use convolution filters in the field of artificial intel-
ligence and neural networks to sharpen or blur im-
ages likewise to detect edges in contrasting terms.

Convolution neural networks are most frequently
used when data represent images that are pixel ma-
trix and they are presented by their width, height,
and pixel values. For color images, each of the three
“RGB” channels is usually represented by value pix-
els within the range 0-255.

In convolution neural networks, the convolution
filter represents a generalized linear model for the
image region to which it is applied [21]. Apart from
the filter name, the context of convolution neural
networks, the name convolution kernel is also used.
The filter is represented by a two-dimensional ma-
trix of small dimensions, compared to the image to
which it is applied and is consisted of real values.

An important concept of convolution neural
networks is displayed in maximal compression as
a form of nonlinear pixel reduction [22]. Depend-
ing on a compression type, a pixel with a particular
value in a particular region is selected. As for reduc-
tion operation, the pixel with the highest value is
chosen for the maximum. The compression layer is
used to reduce progressively the size of the image
and therefore the number of features, thus leading
to a decrease in the complexity of the calculation.
An example of maximum compression is shown in
Figure 2.

max pooling
20| 30
: TEE
12520 30
8 12| 2
34|701 37| 4 average pooling
112100] 25| 12 13] 8
79| 20

Figure 2: Example of maximum compression

Description of the general architecture

relating to convolution neural networks.

The difference of convolution neural networks
about other types of architecture neural networks
reflects in the existence of a layer where convolution
occurs. Convolution layer is essential for the func-
tioning of a convolution neural network. It also per-
forms various demanding calculations [23,24,25].

The essence of using convolution neural net-
worKks is to enable the response in real-time regard-
ing activities that take place in distance learning sys-
tems [26,27,28,29].

Figure 3 shows the architecture of convolution
neural networks.
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Figure 3: The architecture of convolution neural networks

The initial author used to construct and recog-

AN -ERZRENE
nize facial expressions with the use of his photos as et .
input data towards processing within convolution Lo .'"
neural networks. The initial author of the paper has - [

also tried to present different states of facial expres-
sions as shown in Figure 4.

Figure 5: A neural network created in a Neuroph studio

After 10000 interactions, an error value of 0.01
has been reached while in Figure 6 a graph of the
total network error after 136 interactions is shown.

Figure 4: Different facial expressions e

Position 8 in figure 4 shows the state in which the |
person expresses disinterest in teaching activities, ]
manifested by eyes closed as well as lips folded. The !
lack of interest in teaching activities can be a conse-
quence either of fatigue or poor ambient conditions. !
To compare the results of artificial neural net- BT -
works, comparative analyses of the obtained values =
for the criterion C1 has been conducted by the au-
thor. The analyses are the result of image processing
via convolution neural networks likewise through
artificial “backpropagation” neural networks of
which activation function is the sigmoid function.
For the research, Neuroph studio has been used in

which neural network has been created as shown in
Figure 5.

Figure 6: Total network error graph after 136 interactions
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ResuLt

During the testing of the convolution neural
network, facial expression detection has been per-
formed, relating to disinterest in teaching in 97,7
percent of cases based on 16 different facial expres-
sion images.

By testing artificial backpropagation of a neural
network whose activation function is sigmoid rec-
ognition of facial expression, detection of facial ex-
pression relating to disinterest in teaching in 87,7
percent of cases has been conducted, based on 16
different photos of facial expressions.

Further development of the e-learning platform
should provide the teaching staff with information
on which corrective measures should be taken to
create ambient conditions to achieve better results
in mastering the curriculum.

The initial author, Maths professor, has applied
corrective methods within the organization of e-
teaching for the sake of mathematics course, which
implied a higher level of achievement in ambient
students’ intelligence in comparison with students
taught traditionally.

Discussion

Ambient intelligence evolves through contexts:
e-learning environment, identification, and security.

This paper displays the influence of the e-learn-
ing environment through the criterion C1 “Audio-
video communication possibility” where sufficient
as well as required conditions are listed as the ex-
istence of installed compatible audio-video equip-
ment for students likewise for teachers.

Survey results indicate that with the use of am-
bient intelligence better results are achieved, espe-
cially in elementary schools mathematics.

CONCLUSION

Contemporary trends, as well as lifestyles, are in-
creasingly suggesting that e-learning will be applied
on a much larger scale in comparison to the tradi-
tional way of schooling. Suppose that we see learn-
ing as a type of business or production, the final
product represents knowledge, we have to be objec-
tive and conclude that in case the final result is good,
the production system will be simpler and cheaper.
Therefore, there is no reason not to accept it.

Research results indicate that the convolution

neural network is more suitable for facial expres-
sion recognition in comparison with artificial back-
propagation neural networks.

Modern information technology in the creation
of ambient intelligence has a key role in raising stu-
dents’ achievements as well as competency levels.
[t is also being executed through the concept of e-
learning onto one of the convenient learning man-
agement platforms.

Research results also indicate that with the use
of ambient intelligence, better results are achieved,
especially in elementary school mathematics educa-
tion.

REFERENCES

[1]  Augusto, J. C., & McCullagh, P. 2007. Ambient intelligence:
Concepts and applications. Computer Science and Infor-
mation Systems, 4(1), (pp.1-27).

[2] Siemens, 2006. http://networks.siemens.de/smart-
home/en/index.htm .
[3] Nokia, 2006. research.nokia.com/research/projects/sen-

sorplanet/.

[4] ST Advisory Group., 2010. The european union report,
scenarios for ambient intelligence in, 2001. ftp.cordis.lu/
pub/ist/docs/istagscenarios.

[5] C.Augustoand D.Cook., 2007. Ambient Intelligence: appli-
cations in society and opportunities for Al. Lecture Notes,
tutorial given during 20th International Joint Conference
on Artificial Intelligence - IJCAI'07, Hyderabad, India.

[6] Bjexuh /., Kpuera, P, Musnomesuh, /., 2008. KomneTeH-
Ijyje 3a e-HaCTaBy y CHUCTeMy HpodecHOoHaJTHUX KOMIe-
TeHI[Mja HaCTaBHUKA OCHOBHe IIKoJie, UHOBanuje y Ha-
ctaBy, (pp.7-20).

[7] Webster D., 2006. Knowledge Presenter: Learning about
e-Learning, Kookaburra Studios, Pty Ltd. http://www.
knowledgepresenter.com/assets/freeguide.htm

[8] NakajimaK., 2006.Is,e-Teaching” Web Zero or Potentially
Web 2.1?, http://www.cccties.org/access/toukou/naka-
jima_20061117_2.pdf

[9] Williams, M., 2005. E-Learning. History and prospects,

http://apps.hct.ac.ae/ewb2005/2005/ewb_newslet-

ter_04_10.pdf

Lin, H. S., Chiu, H.L. 2000. Using Computers to Support a

Beginning Teacher’s Professional Development, Journal of

Science Education and Technology, 4, Springer Stable, (pp.

367-373).

Sutherland, R., 2004. Designs for learning: ICT and knowl-

edge in the classroom, Computers & Education, 43, (pp.

5-16).

Saaty, T, 2008. Decision making with the analytic hier-

archy process. International Journal of Services Science,

(pp.83-98).

Chang, D.Y, 1996. Applications of the extent analysis

method on fuzzy AHP. European Journal of Operational

Research, (pp 649-655).

Chang, D.Y. 1996. Applications of the extent analysis

method on fuzzy AHP. European Journal of Operational

Research, (pp. 649-655).

[13]

[14]

42

Journal of Information Technology and Applications

www.jita-au.com



AMBIENT INTELLIGENCE AND E-LEARNING

JITA 10(2020) 1:35-43

[15]

[16]

[17]

(18]

[19]

[20]

[21]

Srdjevic, B. & Medeiros, Y. 2008. Fuzzy AHP assessment of
water management plans. Water Resources Management
(pp. 877-894).

Triantaphyllou, E. 2000. Multi-criteria decision making
methods. In Multi-criteria decision making methods: A
comparative study (pp. 5-21). Springer, Boston, MA.
Tomi¢ S., Drljaca D., DDLM - Quality Standard for Elec-
tronic Education Programs in Higher Education of
Bosnia and Herzegovina, JITA - Journal of Informa-
tion Technology and Applications Banja Luka, PanEu-
ropien University APEIRON, Banja Luka, Republika Srp-
ska, Bosna i Hercegovina, JITA 9(2019) 2:67-79, (UDC:
004.735.8:621.39(497.6), (DOI: 10.7251/]J1T1902067T),
Volume 9, Number 2, Banja Luka, december 2019 (49-
128), ISSN 2232-9625 (print), ISSN 2233-0194 (online),
UDC 004

Padgett, C., & Cottrell, G. W. 1998. A simple neural net-
work models categorical perception of facial expressions.
Proceedings of the 20th Annual Conference of the Cogni-
tive Science Society (pp.806-807). Mahwah,NJ: Erlbaum.
Nedeljko Sikanji¢, Zoran Z. Avramovi¢, Esad F. Jakupovié,
Implementation of the Neural Network Algorithm in Ad-
vanced Databases, JITA - Journal of Information Technol-
ogy and Applications, PanEuropien University APEIRON,
Banja Luka, Republika Srpska, Bosna i Hercegovina, JITA
8(2018) 2:54-63, (UDC: 004.738.5:551.588:551.506),
(DOI:10.7251/]JIT1802054S), Volume 8, Number 2, Banja
Luka, december 2018 (45-96), ISSN 2232-9625 (print),
ISSN 2233-0194 (online), UDC 004

K. He, X. Zhang, S. Ren, J. Sun, “Spatial Pyramid Pooling
in Deep Convolutional Networks for Visual Recognition”,
Computer Vision and Pattern Recognition, 2014, https://
arxiv.org/abs/1406.4729/.

Waheed, H., Hassan, S. U,, Aljohani, N. R., Hardman, J., Ale-
lyani, S., & Nawaz, R. 2020. Predicting academic perfor-
mance of students from VLE big data using deep learning
models. Computers in Human Behavior, 104, 106189.

ABOUT THE AUTHORS

Julijana Vasiljevi¢ was born on February 29,
1968, in Bitola, Republic of North Macedonia.
She graduated from the Faculty of Natural
Sciences and Mathematics the Ss. Cyril and
Methodius University in Skopje in 1991. At
the Faculty of Technical Sciences in Caéak she
completed her Master studies in 2012. She is
currently a Ph.D. candidate at Pan-European

Umver51ty “Apeiron”, Banja Luka, Bosnia and Herzegovina, Eu-

rope.

[22]

[30]

J. Gu, Z. Wang, J. Kuen, L. Ma, A. Shahroudy, B. Shuai, T.
Liu, X. Wang, G. Wang, “Recent Advances in Convolutional
Neural Networks”, Computer Vision and Pattern Recogni-
tion, 2015, https://arxiv.org/abs/1512.07108/.

C. Gulcehre, “Convolutional Neural Networks (LeNet)”,
http://deeplearning.net/tutorial/lenet.html/, Feb, 2017.
J. Johnson, A. Karpathy, “Convolutional Neural Networks”,
Stanford Computer Science, http://cs231n.github.io/con-
volutional-networks/, Feb, 2017.

Wang, Y, Li, Y, Song, Y., & Rong, X. 2020. The Influence of
the Activation Function in a Convolution Neural Network
Model of Facial Expression Recognition. Applied Sciences,
10(5), 1897.

[. Goodfellow, Y. Bengio, A. Courville, “Deep Learning”, MIT
Press, 2016, https://www.deeplearningbook.org/.

Saito, T., & Watanobe, Y. 2020. Learning Path Recommen-
dation System for Programming Education Based on Neu-
ral Networks. International Journal of Distance Education
Technologies (IJDET), 18(1), 36-64.

Syed, M. R. 2020. Methods and applications for advancing
distance education technologies: International issues and
solutions. Simulation, 348.

Agrawal, A., & Mittal, N. 2020. Using CNN for facial expres-
sion recognition: a study of the effects of kernel size and
number of filters on accuracy. The Visual Computer, 36(2),
405-412.

An, F, & Liu, Z. 2020. Facial expression recognition algo-
rithm based on parameter adaptive initialization of CNN
and LSTM. The Visual Computer, 36(3), 483-498.

Submitted: February 2, 2020
Accepted: June 1, 2020.

Zeljko Stankovic was born in Belgrade. He
finished primary and secondary school in his
hometown. He received his higher education
in Cleveland, Ohio, USA, where he graduated in
1981.1n 2006, he defended his master’s thesis
at the University of Novi Sad. He defended his
doctoral dissertation at Singidunum Univer-
sity in 2010. He has been programming since

1984 making programs for his first computer Commodore 64.
Robotics and bioengineering are a long-standing field of work
and interest.

For ciTaTiON
Julijana Vasiljevi¢, Zeljko Stankovic, Ambient Intelligence and e-Learning, JITA — Journal of Information Technology and Applications
Banja Luka, PanEuropien University APEIRON, Banja Luka, Republika Srpska, Bosna i Hercegovina, JITA 10(2020) 1:35-43, (UDC:
37.018.43:004, 371.3:004.738.5), (DOI: 10.7251/JIT2001035V), Volume 10, Number 1, Banja Luka, June 2020 (1-68), ISSN 2232-
9625 (print), ISSN 2233-0194 (online), UDC 004

June 2020

Journal of Information Technology and Applications

43



