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Abstract: The modern entrepreneurial sensibility of the company’s business implies directing the right information to the 
appropriate parts of the company at the right time. That is why it is necessary to digitalize processes as much as possible and 
make the organization “intelligent”, and its human resources, to the greatest extent, the knowledge workers. The application of 
neural networks, i.e. nonlinear prediction models, enables systematic analysis of data in the function of evaluating the behavior 
of the system. Neural networks are a powerful tool, especially for forecasting trends and forecasting based on historical data. The 
grouping method, i.e., the k-mean value algorithm, is used as a precursor to neural networks.
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Introduction  

In the last fifty years, technology has changed the 
world. Science has advanced more than in the entire 
history of mankind, while the total human knowledge, 
compared to the previous period, has increased sev-
eral times, and the time required to increase knowl-
edge is getting shorter. Information technology and 
its use are the most frequently mentioned topics in 
the business world. The reason for the great interest 
is its accelerated development and opening of great 
opportunities for business applications. Information 
and communication technology is changing the ways 
people work and live, and is changing the organiza-
tion and way of doing business in modern companies. 
Those who do not adapt to these changes - either in-
dividuals or companies, will bring into question their 
existence and successful functioning in the newly cre-
ated business and technological environment. Know-
ing some models and methods can fill a glass of preju-
dice, it can keep us in one place without allowing us 
to look at the problem from another angle. John May-
nard Keynes defined it in 1936 with the saying: The 
difficulty lies not so much in developing new ideas as 
in escaping from old ones [5]!

Today we are witnessing that, even in the time of 
the pandemic, we must adapt the company’s busi-

ness only to electronic forms of business. Those com-
panies that have been trained for this type of busi-
ness, work smoothly and fulfill the set goals. That 
is why it is necessary to know the possibilities pro-
vided by modern information technologies, and the 
context and business environment in which they op-
erate in today’s companies. This primarily refers to 
the ever-present gap between technology and busi-
ness-oriented people, who so often have completely 
different visions of what information technology is 
for a company and how to make full use of its possi-
bilities. According to scientific research, the average 
company uses less than 10% of the collected data. 
When we add external data (competition, macro-
economic indicators, etc.), we see that the situation 
is far from ideal. The amount of data we produce is 
growing exponentially. The fact is that today we are 
“suffocating” in the data, and we demand more and 
more knowledge. Obviously, there is a great need 
in the business world to analyze this data. Methods 
for analyzing this data exist, and some of them will 
be described in this paper. There are a number of 
so-called main and generally accepted methods, but 
there are also a number of methods from other ar-
eas that cannot be categorized. Some methods are 
constructed with the help of elements of linear al-
gebra, information theory, mathematics and other 
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fields. This paper will describe the methods that are 
expected to contribute to the goals of research work, 
and these are also the most important representa-
tives from the family of a certain group of methods, 
such as neural networks and grouping methods. 
In economic research, we first prepare the data by 
classifying them into groups and then analyze them 
using one of the methods listed in the paper.

Grouping Methods 
Grouping can be defined as finding similar enti-

ties (with common features) within data. Groups are 
formed by the process of sharing a set of data, where 
group affiliation is defined on the basis of similar 
characteristics (for example, gender, age, district). 
The grouping algorithm aims to find similarities 
within the given data set, using the selected attri-
bute set. Depending on the specific method, groups 
can be defined in the following ways:

•	 exclusive: each element belongs exclusively to 
one of the groups;

•	 overapping: an element can belong to several 
groups at the same time;

•	 probabilistic: the element belongs to each of 
the groups with a certain probability;

•	 hierarchically structured: with a rough divi-
sion of elements at the highest level, which 
can then be more finely structured at lower 
levels.

The aim of this analysis is to create a procedure 
for grouping elements into groups (clusters), so that 
each group is, as much as possible, homogeneous 
with respect to the grouping variables. The first step 
in grouping is to choose a measure of similarity, fol-
lowed by deciding on the type of grouping technique 
we will use (hierarchical or non-hierarchical). The 
third step is to select the type of grouping method 
for the selected technique (e.g., the centroid method 
in a hierarchical grouping technique). In the fourth 
step, we make a decision based on the number of 
groups. Finally, an interpretation of the results fol-
lows. Hierarchical methods do not require a priori 
knowledge of the number of groups. Grouping can 
be performed using multiple methods: centroid 
method, single bond method, full connectivity meth-

Figure 1: Grouping method types
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od, average connectivity method, Ward method. The 
disadvantage of hierarchical methods is that we 
cannot redistribute an assigned element to another 
group. Therefore, the hierarchical method is used 
for the purpose of detecting groups, and the result-
ing solution is further refined by non-hierarchical 
methods.

K-mean algorithm
There are a number of grouping algorithms, but 

the most well-known grouping algorithm is the k-
mean algorithm, which, using distance estimation 
functions and centroids, creates groups in an itera-
tive procedure.

The main characteristic of this method is the di-
vision of the basic population into “k” groups, where 
each of the groups contains “n” similar elements. 
The similarity of the elements is estimated by the al-
gorithm based on the distance function. Initially, the 
number of desired groups is set and centroids are 
defined for each group. In the iterative procedure, 
each group is joined, using the distance function, 
by the most similar elements from the population 
(the calculation is done based on the calculation of 
the distance of each element of the population from 
the central values (“centroids”). After each cycle (it-
erations), the new mean values ​​of each group (cen-
troids) are recalculated, and a new iterative cycle 
is entered, until the centroid values ​​become stable. 
This process is illustrated by the following scheme:

Figure 2: Simplified scheme of the k-means algorithm [8]

The following characteristics need to be consid-
ered when preprocessing grouping data:

1.	 perform standardization on the series of at-
tribute values ​​that participate in the analy-
sis process (thus neutralizing the influence 
of variables with the highest range of values ​​
on the analysis results); for example, we per-
form grouping using the k-means algorithm 
values ​​where the analysis process processes 
two variables: the customer’s age, can range 
from 12-100, and the amount of purchase 
for six months in a retail facility, can range 
from 0-4000; in case the variables are not 
standardized, the variable purchase amount 
would have a significant impact on the analy-
sis due to the large interval (range) of values ​​
in relation to the customer’s age; 

2.	 transform the values ​​of non-numerical vari-
ables into numerical ones (it is necessary to 
design a numerical system that will best inter-
pret descriptive values ​​taking into account the 
meaning of grouping algorithms); this means 
that, for example, when numbering munici-
palities (cities), their territorial distance will 
be taken into account - for example, Prijedor 
will be assigned a numerical value that is clos-
er to Banja Luka than is the case with, for ex-
ample, Trebinje: in this way the algorithm will 
recognize the similarity at the territorial level 
between the districts.

The main disadvantage of the grouping method 
stems from the fact that the decision maker deter-
mines the number of groups before conducting the 
analysis, while in practice it is necessary to conduct 
several iterative grouping processes to form the op-
timal number of groups.

This method is rarely used as a target method, but 
rather as a method for “field testing” and introduc-
ing analysts to the data (for example, initial market 
segmentation). Due to the impossibility of interpret-
ing the results of the analysis on the formed groups 
(for example, a group of buyers of healthy food, a 
group of buyers of luxury products), other methods 
of data analysis (most often, neural networks) are 
applied to them.

Neural Networks 
The main idea of ​​neural networks comes from 

neuropsychology. The knowledge about the behavior 

108        Journal of Information Technology and Applications        www.jita-au.com



Nonlinear Prediction Models in Data Analysis	 JITA 10(2020) 2:106-111 

of the nerve cells of the human brain, which function 
on the principle of activation, i.e. increasing the po-
tential at the synapses, is used. The functioning of the 
human brain is not fully known, but according to ex-
isting knowledge, the following is considered vali [7]: 

1.	 information processing in the human brain 
is realized through a network of millions of 
simple process units, which are called neu-
rons (the human brain contains about 1011 

neurons);
2.	 each neuron is a simple processor: it receives 

signals from a large number of other neurons, 
combines them and sends signals to other 
neurons;

3.	 knowledge is distributed in the human brain 
through a large number of connections be-
tween neurons.

Existing biological neural networks are incompa-
rably more complex than the mathematical model 
used in practice. In the mathematical model of the 
neural network, the basic unit is designed on the 
model of a biological neuron. Units combine inputs 
into a single result (usually a summation function), 
which is then redirected to a transformation func-
tion that calculates the output value and usually 
takes the values ​​0 and 1. The combined and trans-
fer function form the activation function of neurons. 
Figure 1 shows the mentioned relations.

Neural networks differ from each other in terms 
of the learning approach they use. Learning ap-
proaches can be divided into:

1.	 supervised learning: the neural network is giv-
en the right answers together with the input 
quantities, i.e. real output quantities, where 
the system itself determines the weighting co-
efficients (for example, when a student learns 
a new lesson with the help of a teacher [7]);

2.	 supervised learning: the system receives only 
input values, without knowing the output val-
ues, and is expected to detect or recognize 
some patterns of behavior in the data itself 
(for example, a child’s learning that is exposed 
to repeated situations; a typical example is 
the Kohonen neural network (self-organizing 
maps( [7].

Although there are hundreds of neural network 
architectures, here we will only talk about the most 
popular architecture: multilayer perceptron or 
Back-propagation neural network (BNP network). 
The BNP network is organized into three or more 
layers of neurons (input, hidden, and output), where 
data travels in one direction. Each neuron is actu-
ally an independent logical unit that receives infor-
mation in the form of stimuli at its receptors that 
have different levels of significance (depending on 
the weighting factor), and accordingly the stimuli 

Figure 3: Mathematical model of neurons [6]
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become stronger or weaker. If the sum of all stimuli 
is greater than the sensitivity threshold of the neu-
ron, then the neuron sends (transmits) a pulse at the 
output that serves as an input pulse to the neurons 
in the next layer. It is important to note that there 
is no single neural network model that would apply 
to all types of problems. The characteristic of each 
(so far) developed model is that it has certain advan-
tages when applied in a specific area. The advantage 
of neural networks is that they can be easily applied 
and implemented in a large number of parallel pro-
cessors, with each processor simultaneously per-
forming its own calculation.

The application of neural networks, ie nonlinear 
prediction models, enables modeling of large and 
complex problems. Neural networks are a powerful 
tool, especially for forecasting trends and predict-
ing based on historical data. They serve to answer 
questions such as, for example: If the price of prod-
uct X decreases by a certain percentage, by how 
much will the demand for that product increase? 
The problem with neural network-based models is 
the determination of appropriate values ​​for weight-
ing coefficients and sensitivity thresholds. Existing 
algorithms solve this problem by looking for a local 
minimum in nonlinear space. Another problem with 
neural networks is that the knowledge in them is 
not descriptive, that is, it cannot be translated into a 
human-readable form, so they should be viewed as 
black boxes. This is also the reason why they are not 
acceptable in cases where the description of the ac-
quired knowledge is of great importance, and when 
analysts actually want to get an answer to the ques-
tion of how the network came to the results.

Conclusion
In their work, modern companies are increasing-

ly oriented towards the integration of their business 
activities, and in general a more comprehensive and 
extensive view of their business processes. Howev-

er, without the support of modern software appli-
cations, as well as information and communication 
technology, such an approach is not possible.

Special attention should be paid to the construc-
tion of the model and the choice of the appropriate 
technique. In the business field, it is important that 
the obtained models are understandable to those 
who use the results of the analysis to make busi-
ness decisions. The importance of interactive and 
visualization techniques, which have the possibility 
of visualization, is especially emphasized here, as 
very often a picture speaks more than words. The 
use of complex, highly parameterized models may 
not always be the best solution. The use of analysis 
techniques that can have their own visual presenta-
tion shortens the total time of the analysis, as well as 
undertaking activities based on the results obtained 
in the analysis.
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