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Abstract: Personalized teaching offers students the opportunity to study independently, with a focus towards fostering and 
developing their research traits, to intensively develop students’ abilities and competencies. Traditional teaching is a common 
mode of education through which tutors use the same teaching method, regardless of the differences and complex personalities of 
students in a single class or group. Such an approach to teaching has the effect of slowing down the progression of talented students 
on one hand while making it harder for less successful students to follow classes on the other. The consequences of this approach to 
teaching are a rapid loss of learning motivation and perception of classes and learning as unpleasant obligations. 
Contemporary e-learning systems offer personalized learning, by tailoring it to the needs and unique traits of each student. Usage 
of neural networks in data processing for personalized learning will ensure the formation of adequate classes, full understanding, 
and adoption of the material prescribed by the curriculum, compliance with the general curriculum, and constant insight into the 
students’ progress.
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Introduction

Different types of intelligence described by the 
Theory of Multiple Intelligences are the basic factors 
to be considered in correlation with the personal-
ization and individualization of teaching methods in 
general [3, 4, 6, 7].

Each person is an individual, characterized by 
specific traits and abilities that are different by their 
nature. Students differ in their ability to perceive, 
organize, conceptualize, recollect memories, and 
use information (holistic/analytical type, depen-
dent/independent type, socially sensitive/insensi-
tive type, etc.). Also, personality factors influence 
the development of the traits of an individual (ex-
trovert/introvert type, social skills, inhibitions, and 
more) [8].

Numerous studies have been devoted to teaching/
learning styles such as visual, auditory, kinesthetic, 
as well as the strategies of teaching/learning such as 
cognitive, meta-cognitive, or social-affective [2].

In their research, Felder and Henriques con-
cluded that students can learn in many different 

ways, by looking and listening, thinking, and acting, 
through logical reasoning or intuitively, memoriz-
ing, or visualizing. The teaching methods can also 
differ. Some tutors teach orally, others demonstrate 
or discuss. Some formally focus on rules, others 
on examples, some emphasize memorization, and 
so on. How much an individual student will learn 
in class depends in part on their innate ability and 
preparedness, but also on the compatibility of his or 
her approach to learning, and the tutor’s approach 
to teaching [9].

The goal of personalizing teaching is to help stu-
dents become aware of their learning strategies, 
analyze them, and identify which ones benefit them 
the most in different situations, as well as to devel-
op new or to refine existing strategies. Developing 
awareness of such strategies would help students 
in becoming more effective learners and learn con-
tinually through their lives [13].

Usage of neural networks in data processing for 
personalized learning will provide the conditions 
for the adequate formation of classes, by respect-
ing all the diversity of students, full understanding 
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and adoption of the material prescribed by the cur-
riculum, consistency with the general curriculum 
and the constant insight into the progress of student 
achievement. This paper will use artificial neural 
networks as a method of processing and displaying 
data.

Method
Predicting student success is important for defin-

ing one’s career, counseling, and guidance towards 
major choices. The development of predictive mod-
els is needed to become more aware of factors that 
could negatively affect student success (for instance, 
poor previous school experience, poor grades in an 
individual subject, etc.). Artificial neural networks 
that were previously researched to manage academ-
ic data, which was used to predict students’ success. 
Emphasizing students’ basic characteristics is one 
of the most important items in predictive modeling, 
as well as analyzing the studies addressing different 
classification methods.

Artificial neural networks are systems of inter-
connected neurons, which relay messages between 
themselves. The connections between these neu-
rons have numerical weights that may be subject to 
change depending on experience, which makes the 
neural networks adaptive and capable of learning 
[15].

The structure of artificial neural networks con-
sists of an input layer, output layer, and at least one 
hidden layer [17]. The data that is presented to the 
output layer are the desired values of the output 
variables. Before learning itself, it is necessary to 
define the model (input and output variables) and 
collect data from the school/student service and e-
learning system on which the network will be ap-
plied.

Data should be divided into three samples: for 
training, cross-validation, and testing. There are no 
rules for the creation of this division, but it is recom-
mended that most of the data points should be used 
for training of the network, while a smaller segment 
of data should be aimed at the testing and validation 
process.

A classification of data is defined to enhance the 
student’s success. Such classification is determined 
by the minimum and maximum values related to 
student achievement during schooling. Its accuracy 

is increased during teaching by introducing vari-
ables such as records on student status, the average 
grade of students by current and past school years, 
number of subjects, the average grade of students 
by subjects.

In the network of artificial neurons that we are 
presenting, a simple model of what a neuron does is 
used. The neuron is modeled as a logical unit [10]. Xt 
(Figure 1) symbolizes the body of the neuron, while 
the input branches represent dendrites. Also, there 
is one output branch that represents the axon. In 
professional literature, such a unit is called a “per-
ceptron”.

Figure 1: Model of a neuron

A neural network with forwarding propagation 
was used in this paper. In such a network, informa-
tion flows one way; from the input units, data passes 
through hidden units, all the way to the output units. 
There are no cycles in the network, in contrast with 
recurrent neural networks [5].

The activation function used in the neural net-
work is a sigmoid function:

                                           (1)

where “x” represents the input, “θ” weighting factors, 
and “Т” a transposition function. The activation function 
is also referred to in the literature as a hypothesis or a 
model, which is a generic term referring to a solution to a 
problem of a certain data exploration algorithm. The gen-
eral form of a sigmoid function is:

                                                (2)

and its graph is shown in Figure 2. In addition to the sig-
moid function, the unit step function, part by part linear, 
Gaussian function ie. normal distribution, as well as many 
others [1, 12, 16, 18].
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Figure 2:  Graph of a sigmoid function

To develop the neural network model, a database 
with variables was created containing: records of 
student status, the average grade of students during 
current and past school years, number of subjects, 
the average grade of students per academic subjects.

The database with said variables includes pro-
cessed results for 101 students of elementary 
school “Vojvoda Radomir Putnik”, Dedinje, Belgrade, 
Republic of Serbia.

Input attributes were: 
1. student status records 
2. grading,
3. tests,
4. average grade of students per current year,
5. success in past school years and
6. mathematics assignments.

The output or target variable was:
7. result - the leve l of achievement - satisfactory

After arranging the data and transcribing it into 
CSV (comma-separated values) format, the data was 
compiled with the Neuro designer software applica-
tion. Figure 3 shows the input variables and the out-
put or target variable.

 

Figure 3: Input variables and output or target variables

Furthermore, the data for training and testing 
were determined in such a way that 60.8% of the 
total data points were determined for training and 
19.6% of the data points were determined for test-
ing. Figure 4 shows the historical error data for the 
applied Quasi-Newton optimization method by ep-
ochs.

Figure 4: Graphical representation of the Quasi-Newton 
optimization method

The artificial neural network formed in this way 
has an input layer, three hidden layers, and an out-
put layer as shown in Figure 5.

The value of the target variable “result - level of 
achievement - satisfactory” is determined by the 
values (0 and 1). The value of the target variable “0” 
is a value that indicates that in dealing with students 
it is necessary to take corrective measures, related 
to the individual characteristics and needs of the 
students. The corrective measures that need to be 
applied relate primarily to the revision of teaching 
methods, ie. the adaptation of activities to the needs 
of the individual student, reflected in other learning 
styles.

Numerous studies are devoted to learning styles 
such as: visual, auditory, kinesthetic (abbreviation: 
VAK), and learning strategies such as: cognitive, me-
ta-cognitive, or social-affective. VAK concepts were 
originally developed by psychologists and teachers 
such as Fernald, Keller, Orton, Gillingham, Stillman, 
and Montessori, beginning in the 1920s. The VAK 
principles and theories today extend to all types of 
learning and developmental methods, well beyond 
its original fields of application. The VAK model pro-
vides a different perspective for understanding and 
the explanation of the preferred or dominant way of 
thinking and learning [14, 19].
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To model an e-learning system that focuses on 
personalized learning, we have used the results ob-
tained using artificial neural networks.

Results
The results of the classification accuracy of ar-

tificial neural network models represent the rate 
of correct classification on the training and testing 
samples [11]. The classification rate by output cat-
egory applies to each grade separately. The average 
classification rate, in this case, is the rate of correctly 
classified students relative to the test sample. The 
average classification rate is 69.3%. As a model, we 
have used a multilevel perceptron with a forward 
propagation algorithm, containing three hidden lay-
ers, four neurons in hidden layers, a sigmoid activa-
tion function, and a forward propagation algorithm.

The obtained results show that in the test sam-
ple 69.3% of cases were correctly classified, while 
30.7% of cases were wrongly classified. This net-
work represents the classification rate for the out-
put variable - “student mathematical achievements”.

Based on the research, we have learned that stu-
dents will be 85% more likely to receive a grade of 
three or more in the subject of mathematics, de-
pending on the number of access to the eLearning 
system, and with the active guidance of teachers, 
which primarily refers to the proper identification 
of an adequate learning style.

To determine the results related to the value of 
the output variable “result - level of achievement - 
satisfactory” in the “NeuroDesigner” software ap-

plication, testing was conducted to find the extreme 
values for the obtained grades, in case no corrective 
measures related to learning styles were applied. 
Figure 6 shows the values of grades at the lowest 
level of achievement which is “1”, while the cumula-
tive value is expressed in percentages indicating the 
probability that a student will meet a satisfactory 
level of achievement, and is 0.008%.

Figure 6: Value of grades at the lowest achievement level

Contrary to the case above, when corrective mea-
sures are applied to learning styles and when the 
grades are in the highest achievement level of “5”, 
the cumulative value is expressed as a percentage 
indicating that the student is likely to meet a satis-
factory level of achievement is at 0.987%. Figure 7 
shows the values of the grades at the highest level of 
achievement which is “5”.

Figure 7: Values of grades at the highest level of achievement

The research presented in this paper indicates 
that the implementation of the proposed neural net-
work model in the system of integrated e-learning 
platform can improve the rate of students’ academic 
success and properly orient them towards the im-
plementation of corrective measures, related to the 
identification and the utilization of adequate learn-
ing methods.

Figure 5: View of the neural network
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Figure 8: Shows the functionality algorithm for applying 
artificial neural network results in the personalization of 

learning through e-learning systems.

Discussion
The basic contribution of this paper is reflected 

in several aspects. Firstly, the developed models of 
artificial neural networks can indicate to the teach-
ing staff the success rate of the students.

Models for predicting student achievements can 
indicate to students which classroom activities they 
need to improve. This primarily refers to certain 
activities in an adequate e-learning system, such as 
homework, tests, quizzes, etc., where the algorithms 
developed specifically for this task may indicate 
certain activities that need to be stepped up to in-
crease the academic achievements among students. 
Secondly, models can also be used by students them-
selves, to assess their future development during 
schooling, based on existing learning and grading 
habits or patterns, assessing the time needed to or-
ganize themselves, or the amount of additional ef-
fort needed for achieving their desired success.

Conclusion
In terms of the achieved scientific goal of our pa-

per, we can conclude that a good basis has been cre-
ated for the improvement of the teaching/learning 
process, in accordance with the student traits ob-
tained, by developing and analyzing models based 
on artificial intelligence and neural networks.

The recommendation is based on the results of 
models that achieve predictive validity greater than 

70% for average grades, grades for individual school 
subjects, as well as the identified factors and vari-
ables that are of great importance for the success of 
the learning process. The paper concludes that neu-
ral network models provide the highest accuracy in 
predicting student success. 

The research findings presented in this paper 
will help identify the requirements that prospec-
tive students are facing, as well as the ways they can 
achieve the best possible outcomes during school 
years. The results of this research may be used by 
other educational institutions.
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