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Abstract: The paper deals with the problems of modeling speech recognition systems. The authors proposed to use the mechanism 
of linguistic anticipation in the speech recognition systems. It is known that anticipation is a kind of phenomenon of anticipatory 
reflection, which can provide an opportunity for the subject to “look into the future.” Anticipation is believed to be an effective 
method of improving reading technique in children as it enables to increase the speed of reading [1]. The similarity of the learning 
processes of the human brain and artificial neural-like algorithms allows to suggest that the inclusion of anticipation mechanisms 
into the operation of the speech recognition algorithm can improve the quality of the system. The paper presents the experiment 
carried out with the purpose to study the probability of increasing the quality of modern speech recognition systems provided that 
linguistic anticipation is embedded into such a system. The obtained results are discussed and possible directions for further work 
on this topic are considered. 
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Introduction  
The term “anticipation” (lat. anticipatio) is 

known to be introduced into scientific discourse 
by V. Wundt [2] in 1880. There are other decigna-
tions for this mental mechanism, among which the 
following are the most well-known in Russian sci-
ence: “ustanovka” (readiness to foresee and to ex-
pect future events) (D.N. Uznadze), “probabilistic 
forseeing” (I.M. Feigenber) and “anticipatory reflec-
tion” (P.K.Anokhin). However, today it is the antici-
pation that can be considered an umbrella term for 
“forward vision” (the literal translation of the word 
“anticipation” from Latin). 

B.F. Lomov and E.N. Surkov (1988) define an-
ticipation as “the ability to act and make certain 
decisions with a certain time-spatial anticipation 
in relation to expected future events” [3]. We agree 
that this definition of the psychological mechanism 

of foreseeing is rather exact, but it describes antici-
pation on the whole while we are interested in the 
so-called linguistic (language) anticipation, which 
is a special manifestation of the universal mecha-
nism i.e. the effect of the subsequent language form 
on the form preceding it in the sequence. Linguistic 
anticipation allows you to predict the content of the 
text by the name, surname of the author, epigraph, 
etc., as well as to restore the missing elements of 
the text and guess the author’s train of thought. An-
ticipation is considered an effective way of teaching 
reading techniques, because with systematic train-
ing children learn to guess a word by initial letters, 
a phrase by initial words, the content of the text by 
initial phrases, which significantly accelerates the 
pace of reading.

In our study, we made an attempt to consider the 
possibility of embedding the mechanism of linguis-
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tic anticipation into speech recognition systems. It 
is known that the creation of a reliable speech rec-
ognition system resistant to noise with a low error 
rate is one of the urgent tasks of modern robotics 
[4]. For the solution of this task it is necessary to in-
volve data from applied linguistics, neurolinguistics 
and psycholinguistics.

Over the past decades a large number of speech 
recognition systems have been designed. On the one 
hand, there are commercial projects, such as Micro-
soft Speech-To-Text [5], Google Speech API [6] and 
Yandex SpeechKit [7]. On the other hand, there are 
also open source systems that allow you to control 
the recognition parameters yourself and integrate 
yourself into a third-party software. Among open-
source recognizers there are such systems as Mozil-
la DeepSpeech [8], Kaldi [9], CMU Sphinx [10]. The 
main difference between open-source systems and 
commercial ones is their autonomy (independence 
from Internet connection), anonymity (achieved 
through source code control), as well as flexibility 
of settings.

However the systems mentioned above have cer-
tain problems with speech recognition often inferi-
or to commercial ones in quality. This is quite under-
standable since large human and financial resources 
are spent on the development and maintenance of 
commercial systems. They have large client bases 
which allow to make algorithm configuration more 
effective. Companies such as Yandex can afford to 
distribute micro-tasks for training their systems to 
the user community through services such as “Yan-
dex.Toloka” [11].

Problem Formulation
One of the most popular ways to improve and 

configure speech recognition systems with source 
code is to modernize the dictionary [12] and the 
language model of the system, because these “out 
of the box” entities are actually not suitable for use 
and they in its turn play a very important role in the 
recognition process.

In the course of early studies [13] it was revealed 
that the CMU Sphinx system achieved the best per-
formance indicators when using medium-volume 
language models. But due to the fact that the medi-
um-volume model is inherently built for a specific 
subject area, it can be concluded that for the correct 

operation of the system it is necessary to use several 
language models that are connected as needed.

Based on the definition of linguistic anticipation 
given above we understand the anticipation as a pre-
dictive process of loading language models into the 
speech recognition system relative to the intended 
stage of the conversation. We call a language model 
a set of coefficients formed during the training of a 
classifier, forming a probability distribution on a set 
of dictionary sequences [14].

In the course of the study three algorithms for 
simulation of anticipation were developed:

1) based on the classification of texts,
2) based on the transition probability matrix,
3) based on the dialog scheme.
The algorithm based on the classification of the 

texts is based on the idea that in the phrase uttered 
by a person in most cases there will be hints (per-
haps difficult to notice) on the subsequent topic of 
the dialogue. The idea was put forward to use a clas-
sifier [13] which is given the last recognized phrase 
at the input, and at the output the classifier shows 
which of the language models the current phrase 
belongs to. It also shows the probabilities of corre-
lation between the phrase and the subsequent lan-
guage model. 

The basis of the algorithm of the transition prob-
ability matrix was Markov chains [15]. The math-
ematical model of a Markov chain is based on the 
probability matrices of transitions of the system 
into possible states at each of the steps. In our case 
we take the existing language models as states, i.e. 
we have six states. It is supposed to build a transi-
tion matrix, where each cell of the matrix means the 
probability of transition to the next step from model 
to model.

The algorithm based on the dialog scheme [16] 
is the least labor-intensive from the point of view 
of implementation, but also the most unpredictable 
from the point of view of the result. To ensure the 
effectiveness of this method, it is necessary to cre-
ate a reference scheme of the dialog, which is based 
on the language models loaded into the recognition 
system one at a time.

Experiment and ITS Results 
The aim of the study was an experimental inves-

tigation meant to measure the performance of vari-
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ous speech recognition systems. Standard and pre-
dictive algorithms for using language models based 
on industrial volumes of data were chosen for the 
experiment. The initial data for building model were 
taken from the project “Open speech to text”, pub-
lished in May 2019. The collected data include 10 
thousand hours of annotated oral speech collected 
from various Internet sources, such as books, calls, 
YouTube videos, etc. (a total size of over 600 giga-
bytes).

The test data for the experiment was a thou-
sand pre-dictated audio files. Metrics such as WER 
and RTF were used to measure the performance of 
systems [17]. The Word Error Rate (BER), or error 
measure, was implemented to evaluate the accuracy 
of the recognition system and is described by Equa-
tion 1.

 , (1)
where I is the number of inserted characters, D is 
the number of deleted characters, S is the number of 
replaced characters, N is the number of characters 
in the recognized word. Since in some cases the nu-
merator value may be greater than the denominator 
value, the WER value can be greater than 1.

The RTF metric in turn is used to estimate the 
time spent on speech fragment recognition. RTF is 
described by equation 2 and is the ratio of the time 
spent by the system on recognition. The TPP length 
of the audio file is given in seconds LEN.

  (2)
In the experiment the performance indicators of 

three autonomous speech recognition systems were 
compared. They are:

1) CMU Sphinx,
2) Kaldi,

3) Mozilla Deep speech.
The record of the experiment is presented in Ta-

ble 1.
During the experiment it was revealed that the 

methods of constructing and using language models 
based on anticipation show a positive result only in 
the case of the CMU Sphinx system. The other sys-
tems worsen the indicators. Therefore one can make 
the following conclusion: 

1) The CMU Sphinx system is based on fairly old 
speech recognition algorithms and therefore reduc-
ing the training sample for a given context has a pos-
itive effect on its operation.

2) More modern systems, such as Kaldi and 
Mozilla, are able to work with large training sam-
ples. A decrease in the sample size generally has a 
negative effect on classifying systems [18-20].

3) When teaching on large samples, which hap-
pens in modern systems, some patterns of dialogue 
development are taken into account “automatically”.

Table 1 shows that the usage of Kaldi system 
demonstrates the best results. The percentage of 
recognition errors for it was only 19%, and the indi-
cator of the time spent on recognition is considered 
practically a reference for open source systems.

Conclusion
During the experiments a rather contradictory 

result was obtained. On the one hand, the use of an-
ticipation for some systems gives a positive effect as 
expected. On the other hand, for more modern sys-
tems the effect is absent or may even be regarded 
as negative. In addition, the probability of errone-
ous recognition at 19% is still high enough to talk 
about the applicability of the system in real condi-
tions. In addition, it can be noted that, for example. 
CMU Sphinx gives a better result using the transition 
probability matrix than Mozilla DeepSpeech with-
out anticipation. This suggests that it is possible to 

Table 1 – The results of the experiment

System CMU Sphinx Kaldi Mozilla DeepSpeech
Metric WER RTF WER RTF WER RTF
The original algorithm 0.79 3.2 0.19 1.1 0.48 1.6
Based on text classification 0.32 1.7 0.30 1.0 0.49 1.6
Based on the transition probability matrix 0.29 1.7 0.28 1.2 0.48 1.5
Based on the dialog scheme 0.47 1.6 0.69 1.1 0.59 1.6
WER: less is better.
RTF: Less is better.
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create more advanced anticipation mechanisms and 
more advanced mechanisms for embedding the an-
ticipation model into the speech recognition mecha-
nism.

One of the solutions to this problem, in our opin-
ion, can be a formalized representation of the sub-
ject model, presented in the form of the graph which 
can explicate the denotatum structure of a unit of 
speech. The algorithm for generating such a graph 
was developed by the famous Russian linguist Ana-
toly Ivanovich Novikov [21]. In the future, this algo-
rithm was adapted for machine use [22], and at the 
moment there is reason to believe that the modeling 
of future speech recognition systems will be based 
on the mechanisms of anticipation, which, in turn, 
will be based, among other things, on a model of a 
specific subject area.
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